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INTRODUCTION

The U.S. Army Research Laboratory (ARL) is the Department of the Army’s corporate
laboratory as well as the Army’s sole fundamental research laboratory, dedicated to scientific
discovery, technological innovation, and transition of knowledge products. ARL, the nation's
premier laboratory for land forces, is strategically placed within the Army Research,
Development, and Engineering Command (RDECOM) — an Army Materiel Command (AMC)
Major Subordinate Command (MSC). ARL influences and impacts the Army as well as the
broader DoD science and technology (S&T) communities, primarily, through transition of
knowledge products to its sister organizations within RDECOM. Explicitly, ARL’s mission is
to “Discover, innovate, and transition science and technology to ensure dominant strategic
land power”’; to accomplish this mission, ARL executes fundamental research, defined as
Basic Research (BA 1) and Applied Research (BA 2), to address enduring S&T challenges
that have been identified by the Assistant Secretary of the Army for Acquisition, Logistics, and
Technology [ASA(ALT)] and priorities articulated by the Chief of Staff of the Army (CSA). In
addition, the laboratory conducts research and analysis in emerging fields that hold promise in
realization of novel or vastly improved Army capabilities into the deep future (2030 — 2040).

Emerging trends suggest that the future Army’s operational environment will likely be
dominated by decreasing domestic budgets and reduced force structure; increased velocity and
momentum of human interaction and events; potential for adversarial capability overmatch;
proliferation of weapons of mass destruction; spread of advanced cyberspace and counter-space
capabilities among our adversaries; and increased likelihood of operations among populations,
in cities, and in complex terrain. Within the context of this highly non-linear and complex
operational environment, the Army — America’s principal land force — must shape the security
environment; set the theater of operations; efficiently project national power; effectively
execute combined arms maneuver in the air, land, maritime, space, and cyberspace domains;
initiate and maintain wide area security; conduct cyberspace operations in the land domain;
and integrate special operations across the Army’s mission set. These core competencies, the
Army’s strengths and essential contributions to the Joint Force of the deep future, will strongly
rely on S&T developments. To address the S&T-driven imperatives mandated by the deep future
Army’s complex operational environment and its core competencies, ARL has structured 26 Key
Campaign Initiatives (KCIs) — substantive, long-lived, primarily in-house technical programs
focused on pursuing scientific discoveries, innovations, and knowledge product transitions
that are expected to lead to greatly enhanced capabilities for the operational Army of 2040.

In addition, the laboratory’s technical portfolio is constituted by 37 Core Campaign Enablers
(CCEs) — enduring technical thrusts dedicated to gaining fundamental understanding of new
concepts and maturing foundational technologies and methodologies to enable a broad array
of technical programs. ARL’s technical portfolio — defined in the ARL Technical Strategy

and ARL S&T Campaign Plans — is composed of approximately 50% KCls and approximately
50% CCEs.

This document defines ARL’s KCIs and CCEs; each of the organization’s KCls is
described by a long range (FY16 — FY30) plan identifying the 1) expected impact on the
operational Army of 2040; 2) technical goals; 3) requisite increase in personnel above
existing staffing levels; 4) infrastructure enhancements needed; and 5) alignment with the
Army Warfighting Challenges (AWFCs) and Army Centers of Excellence (CoE) S&T needs.
The laboratory’s KCls reflect a robust yet aggressive approach, delineated by a near-term
(FY16-FY20), mid-term (FY21-FY26) and long- term (FY27-FY31) trajectory, which is
anticipated to lead to capabilities that are critical to the Army in the deep future.



http://www.arl.army.mil/www/pages/172/docs/ARL_Technical_Strategy_FINAL.pdf
http://www.arl.army.mil/www/pages/172/docs/ARL-S%26T-Campaign-Plans-FINAL.pdf
http://www.tradoc.army.mil/tpubs/pams/tp525-3-1.pdf
https://login.us.army.mil/suite/login/fcc/akologin.fcc?TYPE=33554433&REALMOID=06-84df9b84-1402-1006-8b6f-832f13160000&GUID=&SMAUTHREASON=0&METHOD=GET&SMAGENTNAME=o8Rc1CnMzrYqxaNYlt7BewL7jx5IlO25mFAiVAkDqBHxcKazZQqKStqmDNolsEgk&TARGET=-SM-https%3a%2f%2flogin%2eus%2earmy%2emil%2fSmKBAuth%2fLoginEnrollmentForms%2fSmKBAuth%2efcc%3fsite%3dONE%26TYPE%3d33554432%26REALMOID%3d06--532666b4--7541--1005--8b6f--832f13160000%26GUID%3d%26SMAUTHREASON%3d0%26METHOD%3dGET%26SMAGENTNAME%3d--SM--XeHOmTYGdo5lT6ctArAivGV-%2faFYY6LMGw5RkYoLTW-%2bItmoZVbbnjqCLPEM8hKZ-%2ft%26TARGET%3d--SM--http-%3a-%2f-%2fwww-%2eus-%2earmy-%2emil-%2fsuite-%2ffiles-%2f43196236

COMPUTATIONAL SCIENCES CAMPAIGN

MISSION: To discover, innovate, and transition S&T capabilities that (1) harness the
potential of computational sciences and emerging high-performance computers (HPC)
to maintain the superiority of Army materiel systems through predictive modeling and
simulation technologies; (2) facilitate information dominance, distributed maneuver
operations, and human sciences through computational data intensive sciences; and
(3) significantly increase and tailor advanced computing architectures and computing
sciences technologies on the forefront to enable land power dominance.

VISION: Computational science and the applications of advanced computing
technologies will accelerate the United States Army’s strategic land power dominance
through critical research developments. Strategic and transformative developments

in Computational Science will poise the Army of 2030 and beyond as the world’s
dominant land force. The desired end state is to leverage the full range of S&T
enablers to position the Army to excel in distributed operations and increasingly
complex operational environments.

The Computational Sciences Campaign focuses on advancing the fundamentals
of predictive simulation sciences, data intensive sciences, computing sciences,
and emerging computing architectures to transform the future of complex Army
applications. Gains made through these underpinning multidisciplinary research
efforts and exploiting emerging advanced computing systems will lead to scientific
breakthroughs that are expected to have significant impact on Army materiel systems.
Technologies resulting from this multidisciplinary research collaboratively with other
ARL S&T campaign innovations will have a significant impact on Power Projection
Superiority, Information Supremacy, Lethality and Protection Superiority, and Soldier
Performance Augmentation for the Army of 2030.

The Computational Sciences Campaign has developed 3 Key Campaign
Initiatives and 4 Core Campaign Enablers (CCEs) that are integrated to form a robust
advanced computing foundation to understand and overcome complex fundamental
challenges simultaneous to improving approaches of importance to the Army including
weapon systems design; materials-by-design; information dominated and networked
battle command applications; system-of-systems analyses; human performance
modeling; platform maneuverability; and tactical supercomputers. The campaign
heavily relies on ARL’s research expertise and facilities devoted to emerging advanced
computing architectures, mobile High Performance Computing (HPC), multi-scale and
interdisciplinary predictive simulation sciences, multi-dimensional distributed data
analytics, and computing sciences. Discoveries and innovations made in this area will
exert a significant impact on the Army of the future.




TACTICAL HIGH PERFORMANCE COMPUTING (HPC)
[KCI-CS-1]

EXPECTED ARMY IMPACT: This effort will provide 100 Petaflop computing power in the
battlespace to enable real-time processing for Soldiers operating at the tactical edge and improve
mission effectiveness and mitigate risk in hostile environments. Computing power of this
magnitude is also an enabling technology for autonomous systems and real-time data analytics for
Soldiers and intelligence analysts. Achieving such a system with current computing devices which
are constrained devices by power and performance is untenable. By aggregating the computing
processing power of deployed friendly computing devices through distributed computing,
supplemented by the projection of mobile customized HPC platforms operating at the tactical edge
(tactical cloudlets), a new level of capabilities is possible for mounted and dismounted Soldiers.

DESCRIPTION: Tactical High Performance Computing integrates four primary research areas
including I) advanced computing research to facilitate the efficient use of emerging architectures —
new algorithm design and analysis approaches must be developed to boost the computing capacity
of fixed and deployed devices; II) research in provisioning these systems within a distributed
computing architecture — this work includes novel concepts to schedule computing tasks over
friendly networked processors to limit network hop to appropriate resources; II1) dynamic binary
translation to limit software re-writes and facilitate optimization in a runtime environment to achieve
maximum performance; and IV) power- and architecture-aware computing for enhanced intelligence
of provisioning systems — to design systems that have greater awareness of their computing capacity
and mission appropriateness. The critical, mobile ad hoc networks that will form the connections in
tactical cloudlets to the large-scale databases and complex applications that will be performed by
these resources make this research uniquely military and Army in nature. Numerous applications
are envisioned for this system in the future and include artificial intelligence aids for decision
making, processing large-scale datasets (text, video), and navigation systems for autonomous
vehicles (HPC-enabled autonomous vehicles providing on-demand processing).

a. TECHNICAL GOAL(S):
i.  Near-term goals (FY16-FY20):

a. Develop models that can accurately couple computational performance with
communication infrastructure.

b. Explore and develop scalable algorithms to optimize power for computing
and networks.

c. Explore scalable and distributed algorithms for quantum networks, bio-computing,
heterogeneous, quantum annealing, and neuro-synaptic computing architectures.

d. Establish a hierarchy of parameters for optimization of asset provisioning
(strategic and tactical).

e. Develop scalable algorithms based on emerging models.

f. Develop and demonstrate real-time GIS and/or streaming data processing
capabilities only possible through the aggregated computing capacity of tactical HPC.

g. Develop resiliency approaches to include processing and associated data in task
migration and processor allocations.




ii. Mid-term goals (FY21-FY26):

a. Scalable algorithms and software development moving from static
compile-based code to real-time, dynamic binary translation for optimization
and architecture re-mapping.

b. Take advantage of the quantum network paradigm and integrate computing and
communication for specific non-deterministic human-centric applications.

c. Identify key elements of algorithm signatures to determine power-drain limiting
instruction sets with required precision.

d. Develop battle command applications utilizing scalable and distributed algorithms
for quantum networks, bio-computing, heterogeneous, and quantum annealing,
neuro-synaptic computing architectures.

iii. Far-term goals (FY27-FY31):

a. Incorporation of novel processing paradigms and hardware (Quantum,
neuro-synaptic, and bio-computing) as part of a broader distributed computing
solution for Soldiers.

b. Ad hoc network and quantum network planning and resiliency based on
offered computing load and available resources to service these requests
(coupled communication and computation).

c. New application spaces (autonomous HPC, audio and visual processing, red and
blue force analysis) and capabilities for Soldiers.

b. PERSONNEL REQUIREMENTS: This work will, ideally, be carried out by a team of
researchers from the computer science, computer engineering, and mathematics disciplines
as appropriate. Mathematics will be required to develop heuristics for solution spaces that
span into Non-deterministic Polynomial-time Hard (NP-Hard) and NP-Complete problems.
New methods of solving optimization problems dealing with temporal and spatial data will
need to be developed. Computer scientists and engineers will work closely with colleagues
from academia and industry as fabrication technologies continue to converge on paths
of pervasive parallelism. Representative test cases will be developed on key application
kernels and signatures to determine optimal binary instruction scheduling on heterogeneous
architectures and identify ways to overcome key performance inhibitors including memory
access patterns and spin-idle cycles from merging architectures of difference computing
capacity. Identifying and discovering new capabilities from fielded HPC level performance
will require inputs from across DoD and will ideally be carried out by computational
scientists who understand varying domain areas and the new capacity offered by
tactical HPC.
1. Near-term (FY16-FY20): Expertise in scalable algorithm development on
heterogeneous parallel computing, neuro-synaptic, quantum annealing,
and distributed. (4-6 FTEs)

ii. Mid-term (FY21-FY26): Personnel who understand how to bridge the capacity and
capability gaps of new computing hardware and software. (4-6 FTEs)

iii. Far-term (FY27-FY31): Expertise on emerging computing paradigms and network
modeling to explore and develop new scalable algorithms and software. (5-8 FTEs)



¢. INFRASTRUCTURE NEEDS: Continued access to emerging processor designs and
High Performance Computing platforms for development and testing of new approaches in
algorithm design, code mapping (compilation), and benchmark suite analysis.
1. Near-term (FY16-FY20):
a. Small-scale developmental computing hardware to test emerging low-power and
alternate design approaches.
b. Testbed to evaluate battle command applications including real-time complex
sensor and heterogeneous data processing.
¢. Quantum annealing emulation architectures and small scale systems to
explore algorithms.

1. Mid-term (FY21-FY26):
a. Laboratory space to develop customized architectures and enhanced ad hoc
network emulation facilities.
b. Heterogeneous computing with multi-core and neuro-synaptic architectures.
c. Mobile systems to test functionality at tactical edge settings.

1. Far-term (FY27-FY31):
a. Access to emerging systems including quantum, neuro-synaptic, high-density
core, and heterogeneous systems.

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges and
Army Capability Needs.

Army Warfighting | Description

Challenge

1 Develop and sustain a high degree of situational understanding.

7 Assure uninterrupted access to critical communications
and information links.

11 Conduct effective air-ground combined arms reconnaissance.

15 Conduct combined arms air-ground maneuver.

17 Coor.dinz.ite and integrate Army and jqint, interorganizati(.)nal, and
multinational fires and conduct targeting across all domains.

19 Understand, visualize, describe, direct, lead, and assess operations.

Army Capability Capability Area Need
Need Proponent
MCoE | 3.c — Small Unit Lethality.

MCCOoE | 2.a — Fully interoperable, simple Mission Command systems.

FCoE | 4.c — Next Generation Mission Command.




REAL-TIME, VERY LARGE-SCALE DATA ANALYTICS
FOR THE ARMY
[KCI-CS-2]

EXPECTED ARMY IMPACT: This effort will aid in the U. S. Army’s information supremacy
by pursuing concepts that enable analysis of big data in realistic timeframes, limit tactical
surprise, improve situational awareness, and facilitate intelligence for autonomy. Data from
battlefield networks, sensors, experiments, observations, human factor aspects, and large-scale
numerical simulations are generating exabytes, yottabytes, and beyond quantities of data. This
effort focuses on understanding and exploiting the fundamental aspects of large-scale, multi-
dimension, multi-modal, dynamic, inconsistent, and incomplete data and performing analytics in
almost real-time exploiting emerging and next generation hierarchical computing architectures.
Real-time predictive large-scale data analytics will provide decisive advantage to commanders
across a range of military operations in the homeland and abroad. Expected impacts include
information supremacy and vastly improved situational awareness to aid warfighters and
intelligence analysts; predictive analytics for decisions; enhancing autonomy technologies;
accelerated Soldier training trough live and virtual data analytics; and catalysts for new
innovations for Army materiel systems utilizing observational, experimental, and simulations
data.

DESCRIPTION: The overarching goal of this effort is to develop scalable computational
methods on novel, massively parallel hierarchical computing architectures to realize
extraordinary potential for scientific advance inherent in large-scale complex data. Specific
technical goals include creation of scalable mathematical algorithms, predictive computational
methods, real-time data analytics, model order reduction, human cognition based mathematical
approaches, neuro- and biologically-inspired methods, science analyzing large-scale data from
wearable electronics/technologies, large-scale data sensing/compression methodologies, large-
scale visual analytics, live-virtual methods for training, data mining/learning mathematical
algorithms for distributed heterogeneous computing systems. Computational scalable
algorithmic research in cognitive behavior, artificial intelligence, human-machine interactions
and autonomous networks is also integral to this work. Novel methods to create systems capable
of computing in memory and accommodating large amounts of unstructured data storage are
critical to far-term success.

a. TECHNICAL GOAL(S):
1. Near-term goals (FY16-FY20):

a. Theory and algorithms for model order reduction methods, graph analytics, and
scalable data mining methods.

b. Computational methods for large-scale clustered processing and agglomeration
applicable to requirements associated with wearable technologies and network
science experimentation and optimization.

c. Novel methods for computational neural engineering for neuronal algorithms
targeting non von Neumann architectures (neurosynaptic).

d. New methods for leveraging and optimizing the use of flash storage and solid state
drives in scalable data analytics.



il. Mid-term goals (FY21-FY26):

a. Investigate and develop new methods for uncertainty quantification to improve
predictability of large-scale structured and unstructured data analytics.

b. Develop new methods for data resiliency and fault-tolerant information discovery
in temporally unstable and unpredictable distributed computational frameworks.

c. Explore and implement new computational methods for large-scale complex
experimental data analytics.

d. Scalable model order reduction methods for assisting fast running design models,
live virtual training for Soldiers, and interdisciplinary methods.

iii. Far-term goals (FY27-FY31):
a. Improved autonomy and decision based approaches exploiting neuro-synaptic
computing concepts.
b. Development and exploitation of non von Neumann random access memory.
c. Real-time, predictive analytics for next generation heterogeneous
computing architectures.

b. PERSONNEL REQUIREMENTS: This work will be carried out by an interdisciplinary
team of researchers from computational mathematics, computational informatics, computer
science, computer engineering, engineering, and other subject matter experts as appropriate.
i.  Near-term (FY16-FY20): Expertise in scalable algorithm for large-scale graphs,
data organization on distributed computers, large-scale information visualization,
computing architectures for data intensive sciences, and distributed computing
environments. (4-6 FTEs)

1. Mid-term (FY21-FY26): Expertise in scalable algorithm for evolving complex
graphs, data organization on distributed heterogeneous computing systems, real-
time large-scale information visualization, distributed and heterogeneous computing
architecture for data intensive sciences, and applications based computing
environment. (4-6 FTEs)

1. Far-term (FY27-FY31):

a. Expertise in scalable algorithm for dynamic complex and evolving large-scale
graphs, data organization on distributed next generation computers, cognition
based visualization, and computing models for next generation computing
architectures (quantum, neuro-synaptic, biological, DNA). (6-9 FTEs)




¢. INFRASTRUCTURE NEEDS: Continued access to emerging processor designs
and High Performance Computing (HPC) platforms for development and testing of new
approaches in algorithm design, code mapping (compilation), network mapping, and
benchmark suite analysis.
i.  Near-term (FY16-FY20):
a. Peta-scale computing, experimental HPC architecture designed for
large-scale data analytics.
b. Experimental heterogeneous computing architecture for live-virtual
training application.

ii. Mid-term (FY21-FY26):
a. Large-scale heterogeneous architecture for distributing different data types on
different systems for real-time data analytics.
b. Exascale computer system.

ii1. Far-term (FY27-FY31):
a. Heterogeneous computer with next generation computing architecture
(exascale, quantum, neuro-synaptic, DNA, biological).

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges and
Army Capability Needs.

Army Warfighting | Description

Challenge
1 Develop and sustain a high degree of situational understanding.
11 Conduct effective air-ground combined arms reconnaissance.
15 Conduct combined arms air-ground maneuver.
17 Coordinate and integrate Army and joint, interorganizational, and
multinational fires and conduct targeting across all domains.
19 Understand, visualize, describe, direct, lead, and assess operations.

Army Capability | Capability Need Area
Need Proponent

MCoE | 3.e — Robotics/Autonomy.

CASCOM | 3.a — Autonomous Ground Resupply.

CASCOM | 3.e — Autonomous Aerial Resupply.

USAICOE | 4.a — Intelligence Analysis.




COMPUTATIONAL PREDICTIVE DESIGN
FOR INTERDISCIPLINARY SCIENCES
[KCI-CS-3]

EXPECTED ARMY IMPACT: Predictive computational modeling significantly shortens
development cycle and substantially improves performance of lethality, protection, electronics,
power, and dismounted Soldier gear utilizing lightweight, multi-functional, cost effective,
optimized innovative materials by design exploiting high performance computers. Rational
design of such materials through predictive modeling can significantly shorten the development
cycle and result in cost effective solutions for multifunctional subsystems. The materials
engineered through predictive design computational methods can be fabricated according

to Army specifications and with optimized performance at every spatial and temporal

scale. Materials subjected to extreme conditions such as mechanical shock, pressure and
electromagnetic fields are of particular importance to the Army and require advanced multi-scale
and multi-physics computational strategies for successful engineering design.

DESCRIPTION: Fully validated, large-scale parallel software will simulate multi-scale
complex systems in multiple technology areas. This software will integrate diverse temporal
and spatial scale models, some running concurrently for highly coupled system components,
and others sequentially, as dictated by the system functionality. The highly coupled model
components may be separate executables, running at different time scales and potentially on
different computational platforms. Some of the components may be commercial or third-party
software packages where only the executable is available. The data exchange and particulars of
the execution would be transparent to the user. Multi-scale analysis and material by design are
supported through this scalable computational methodologies and software. The system software
would be integrated with optimization algorithms and capabilities for determining design
sensitivity and uncertainty quantification. Use of reduced order models will provide varying
levels of computational speed and fidelity for different needs and facilitate coupling through
reduced data sets and across distinct physical representations of system components.

a. TECHNICAL GOAL(S):
1. Near-term goals (FY16-FY20):

a. Develop multi-scale and Interdisciplinary computational Framework to couple
field and deformation codes.

b. Enhance hydrocode frameworks for better physical representation of interfaces
and fracture; fluid-thermal-structural interactions; and uncertainty quantification
and verification validation methods.

c. Develop multi-scale methods for particle dispersion in realistic urban weather/
battlefield environments.

d. Develop reduced order models of select computationally intensive simulations.

e. Identify and characterize the sets of component models and the data interactions
needed for each system level software suite including component multi-scale
models and bridging strategies to explore materials by design strategies.




ii. Mid-term goals (FY21-FY26):
a. Develop generalized and extendable bridging methodologies for connecting
models using data analytics and statistical machine learning approaches.
b. Explore innovative analytical and scientific in-situ visualization approaches for
scalable multi-scale methods. Explore and incorporate large-scale experimental
data into different spatial and temporal simulations.

1i1. Far-term goals (FY27-FY31):

a. Develop robust, efficient, validated, large-scale parallel design and analysis
software suites serving lethality and protection platforms, integrated sensor and
material design, maneuver systems and war fighter assessment.

b. Explore scalability and real-time simulations of predictive multi-scale urban
weather modeling

c. Integrated software relating source, effect, and consequences for cyber and
electronic warfare.

b. PERSONNEL REQUIREMENTS: One segment of the personnel should be well-
versed in numerical methods for scientific software--solving sets of coupled differential
equations. They should also have some knowledge of the physics behind the equations they
are programming, and the application space. They would work closely with colleagues
from other campaigns on software verification and establishing comprehensive test suites
for software quality assurance. Another aspect of the programming is software coupling

in large scale parallel environments and potentially working with large quantities of data.
Here information compatibility, efficiency and robustness would be concerns. Expertise on
platform-specific performance is required to ensure software efficiency. A third personnel
area would be needed to keep the simulation software up to date and running efficiently on
evolving DoD computer platforms. Mathematical expertise is also needed for data-analytics
to connect models and statistics because the model connections could be through ensemble
averages and moments.

1. Near-term (FY16-FY20): Computational scientist team with expertise in
computational mathematics and associated scientific fields. Personnel familiar with
computing system architectures and scalable algorithmic knowledge for determining
efficient software integration and interdisciplinary strategies. Computational
mathematics with model order reduction expertise. (4-6 FTEs)

1. Mid-term (FY21-FY26): Computational scientists with a good understanding of
mathematical, numerical and specific discipline expertise to develop innovative
coupling approaches at large scale and providing efficient parallel implementations.
Scientists with experience in uncertainty quantification and software quality
assurance to establish and maintain verification and validation suites. (4-6 FTEs)

iil. Far-term (FY27-FY31): Computational scientists that can take advantage of evolving
hardware platforms and software models. Computational scientists with
mathematical and specific discipline expertise to enhance capabilities as new models
and new computing algorithms come available. Personnel with mathematical and
statistical backgrounds for data analytics. (4-6 FTEs)



¢. INFRASTRUCTURE NEEDS: Continued access to emerging high performance
computing platforms for large scale testing and evaluation and ready access to small
numbers of nodes (unfettered by lengthy queue times) for efficient software development.
Access to moderate size parallel platform with reconfigurable communications that would
not interfere with production computations.
1. Near-term (FY16-FY20):
a. State of the art petascale computer system.
b. Experimental computer platforms to create and exercise novel communication and
data transfer schemes.

ii. Mid-term (FY21-FY26):
a. Traditional exascale computer.
b. Experimental heterogeneous computers.

iii. Far-term (FY27-FY31):
a. Heterogeneous exascale computer.
b. Quantum and biological-computing for diverse classes of
interdisciplinary applications.

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges and
Army Capability Needs.

Army Warfighting | Description

Challenge

3 Provide security force assistance.

5 Prevent, reduce, eliminate, and mitigate the use and effects of weapons
of mass destruction.

7 Assure uninterrupted access to critical communications and
information links.

15 Conduct combined arms air-ground maneuver.

16 Set the theater, provide strategic agility to the Joint Force, and maintain

freedom of movement and action.

Army Capability | Capability Need Area
Need Proponent
CASCOM | 4.e — Advanced Materials.




PROGRAMMABLE NETWORK ALGORITHMS AND HPC MODELS
FOR QUANTUM AND CLASSICAL NETWORKS
[CCE-CS-1]

The Computational Sciences Core Campaign Enabler (CCE) on Programmable Network
Algorithms and HPC Models for Quantum and Classical Networks incorporates Software
Defined Programmable Network protocols and architectures that are revolutionizing the

design of modem networks and information routing across heterogeneous network topologies.
The control plane in current traditional networks is highly fragmented, non-programmable,
proprietary and very difficult to modify as needed. Additionally, the emergence of quantum
computing has put more demand on the development of adaptable and programmable network
protocols and algorithms for building unified networks with heterogeneous node types (classical
and quantum). Furthermore, despite ongoing advancements in architectures and processing
power of supercomputers, they are bound by traditional static networks.

Programmable networks could offer the Army the ability operate in a secure and unified tactical
network, interconnecting heterogeneous radio wave forms for faster convergence and enhanced
security. Research in this area will focus on three aspects of programmable networks:

1) Extension of custom OpenFlow protocol modifications to develop a programmable
control plane for optical, wireless, wired and quantum metadata networks. This work is
conducted in collaboration with external partners.

2) Programmable and flexible Software Defined Networks (SDN) interfaces and algorithms
to support the transport of quantum metadata between quantum nodes.

3) A SDN-based programmable network fabric enabling intelligent process scheduling and
traffic routing within a High Performance Computing (HPC) cluster enabling more facile
computation of large, complex problems such as very big data analysis.

The Computational Sciences CCE on Programmable Network Algorithms and HPC Models
for Quantum and Classical Networks supports Key Campaign Initiatives by developing
programmable network fabrics that will revolutionize the potential of supercomputing clusters
through intelligent scheduling of processes and applications and traffic routing.

PERSONNEL REQUIREMENTS:

1. Near-Term (FY16-FY20): Expertise in the development of programmable network
protocols and architectures for classical and quantum networks. Expertise in
programmable wireless heterogeneous networks. (1-2 FTEs)

ii. Mid-Term (FY21-FY26): No new requirements above existing personnel

INFRASTRUCTURE NEEDS: NONE
ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges

Army Warfighting | Description

Challenge
1 Develop and sustain a high degree of situational understanding.
7 Assure uninterrupted access to critical communications

and information links.

19 Understand, visualize, describe, direct, lead, and assess operations.




MULTI-SCALE MODELING FOR
PREDICTIVE COMPUTATIONAL DESIGN
[CCE-CS-2]

The goal of the Computational Sciences CCE on Multi-Scale Modeling for Predictive
Computational Design is to accelerate development of new systems and models of complex
phenomena by significantly reducing development time and evaluation costs. This goal can
be achieved with 1) high-fidelity physical models at multiple scales and 2) computational
methodologies (numerical methods and associated algorithms) to enable rapid creation of new
high-fidelity multi-scale computer models of complex systems capable of utilizing modern
extreme-scale computing.

The success of multi-scale modeling hinges on the ability to combine at-scale models into a
multi-scale model. However, few numerical methodologies and associated, algorithms have been
developed so far to enable such scale-bridging. Moreover, many at-scale models are extremely
demanding computationally and render any multi-scale model utilizing them unsuitable for
practical applications. While surrogate modeling allows reduction of this computational cost,
most methodologies for surrogate modeling are global and thus characterized by a relatively high
cost. New adaptive non-local surrogate modeling methodologies are needed, which can bring
the computational cost to tractable levels. Finally, at-scale models are frequently endowed with
uncertainty due to various sources such as natural fluctuations, model parameters or model form.
This uncertainty and natural variability must be consistently incorporated into multi-scale computer
models in order to enable computational design.

Four main areas will be the focus of the effort in multi-scale computational science:
1) Hierarchical Multi-scale Framework

2) Discrete Dislocation Dynamics
3) Phonon and Electron Transport
4) Density Functional Theory

The strategic approach to these focus areas include:
1) Shortened development time and evaluation costs of novel energetic materials by allowing
macro-scale response to be accurately predicted directly from composition and chemical
reactivity at the molecular level.

2) Development of novel materials for battery applications through expedited computational
evaluation of potential compositions.

3) Advanced Soldier protective equipment and vehicle occupant protection through accurate
multiscale prediction of skeletal fracture in comprehensive analysis and design simulations.

4) Accelerated material development for Army applications enabled by high-fidelity multiscale
simulation methodologies (Materials by Design).

The Computational Sciences Core Campaign Enabler in Multi-scale Modeling for Predictive
Computational Design will contribute to Key Campaign Initiatives by making available general,
flexible, efficient, and scalable algorithms that comprise the computational framework to facilitate
rapid development and deployment of multi-scale simulations on peta- and exascale computing
environments, which will expedite accurate, microstructure-based design and analysis of
components and full-scale systems.




PERSONNEL REQUIREMENTS:

1. Near-Term (FY16-FY20): Computer scientists with expertise in bridging computational
scales spatially and temporally, scalable parallel computational development, novel
methods for physical and ab initio models (2-3 FTEs).

ii. Mid-Term (FY21-FY26): No new requirements above existing personnel

INFRASTRUCTURE NEEDS: NONE

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges.

Army Warfighting | Description
Challenge
5 Prevent, reduce, eliminate, and mitigate the use and effects of weapons
of mass destruction.
12 Conduct entry operations.
16 Set the theater, provide strategic agility to the Joint Force, and maintain
freedom of movement and action.
18 Deliver fires and preserve freedom of maneuver.




ADVANCED AND UNCONVENTIONAL COMPUTING
ARCHITECTURES AND ALGORITHMS RESEARCH
[CCE-CS-3]

High performance computing and computational capacity play a critical role in accelerating
research and development for the Department of Defense. However, advanced computing
architectures are becoming more complex with memory hierarchies and laid out as parallel
processors with multiple processing cores. To harness computational capability of these
advanced computing architectures new algorithms and software development paradigms are
needed especially for the future Army science and technology campaigns. In addition to
petascale and beyond capability, there is a need for new architectures and algorithms such as
non-von Neumann systems like neuromorphic and quantum computing.

Key goals include the development of algorithms and techniques to address power, performance,
portability, and efficiency through the construction of domain-specific architectures and scalable
algorithms and programming models. Representative thrust areas include:
1) Threaded message passing to allow for massive on-core RISC-based architecture parallelism
2) Compiler-based software deployment on neuromorphic architectures focusing on a single
control flow construct as a baseline
3) 3D rendering coupled with 3D printing of scientific visualization and modeling predictions
of experimentation for verification and validation and uncertainty quantification

The Computational Sciences Campaign CCE on Advanced and Unconventional Computing
Architectures and Algorithms Research contributes to Key Campaign Initiatives by enabling parallel
processing for massive on-chip core architectures with complex memory hierarchies, exascale level
processing, and domain specific architectures for large data analytics and advanced visualization of
complex data.

PERSONNEL REQUIREMENTS:

1. Near-Term (FY16-FY20): Computer scientists with expertise in reconfigurable computing,
mobile HPC, dynamic binary translation and code migration, emerging processor core
architectures and algorithmic models for complex tasks (3-4 FTEs).

ii. Mid-Term (FY21-FY26): No new requirements above existing personnel

INFRASTRUCTURE NEEDS: NONE

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges.

Army Warfighting | Description
Challenge
1 Develop and sustain a high degree of situational understanding.
7 Assure uninterrupted access to critical communicationsand information
links.
11 Conduct effective air-ground combined arms reconnaissance.
12 Conduct entry operations.
15 Conduct combined arms air-ground maneuver.
17 Coordinate and integrate Army and joint, interorganizational, and
multinational fires and conduct targeting across all domains.
19 Understand, visualize, describe, direct, lead, and assess operations.




DISTRIBUTED COMPUTING-BASED ALGORITHMS
FOR QUANTUM NETWORKS AND QUANTUM CONTROL
[CCE-CS-4]

The Computational Sciences Core Campaign Enabler on Distributed Computing-Based
Algorithms for Quantum Networks and Quantum Control address one of the key roles of
high performance computing for the Army: rapid processing of data that is obtained from
sources distributed over different platforms and locations. Exploiting quantum phenomena
has the potential to harness distributed information in powerful new ways, and may also allow
distributed processing of such information well beyond present capabilities.

The goal of this effort is to:

1) Understand how to design and control quantum networks to harness and process
information from distributed sources, and how to do so securely and efficiently.

2) Explore how quantum networks may gain an advantage over traditional parallel
processing by applying distributed operations to distributed information. An important
enabler for this research is the ability to model and simulate quantum networks. A
significant part of this effort is therefore devoted to developing efficient methods for
modelling and simulating open quantum systems and networks of these systems.

The Computational Sciences CCE on Distributed Computing-Based Algorithms for Quantum
Networks and Quantum Control provides underpinning science for Key Campaign Initiatives
that may employ networks of distributed sensors and networks that collect, aggregate, and
distribute information with high-security.

PERSONNEL REQUIREMENTS:
i. Near-Term (FY16-FY20): Expertise in computational quantum sciences and HPC
simulations including experience in quantum network concepts. (1-2 FTEs)
ii. Mid-Term (FY21-FY26): No new requirements above existing personnel

INFRASTRUCTURE NEEDS: NONE

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges.

Army Warfighting | Description
Challenge
1 Develop and sustain a high degree of situational understanding.
7 Assure uninterrupted access to critical communications
and information links.
9 Develop resilient Soldiers, adaptive leaders, and cohesive teams.
11 Conduct effective air-ground combined arms reconnaissance.
12 Conduct entry operations.
13 Establish and maintain security across wide areas (wide area security).
15 Conduct combined arms air-ground maneuver.
19 Understand, visualize, describe, direct, lead, and assess operations.




MATERIALS RESEARCH CAMPAIGN

MISSION: Perform fundamental interdisciplinary research in materials and manufacturing
science to ensure rapid and affordable development of materials, from discovery to
delivery, critical to the Army of 2030.

VISION: Discovery and unparalleled innovation of devices and Materials By-Design
and On-Demand across all Army domains. Understand, exploit, and demonstrate diverse
material sets with exceptional quality and capabilities relevant to the Army of 2030 via
advances in manufacturing science. The desired end state is to enable the Army of 2030
to succeed in distributed operations and increasingly complex environments through
realization of superior materials.

The Materials Research Campaign focuses on fundamental research to provide
superior materials and devices needed to achieve lasting strategic land power dominance.
Materials Research cross-cuts ARL’s four focused S&T campaigns by providing materials
with superior properties to address emerging requirements and capabilities for all Army
platforms.

The Army of 2030 will require materials with unprecedented capabilities that can
be rapidly grown or synthesized, and processed cost-effectively to enable Army platforms
that are highly mobile, information reliant, lethal, and protected. The Materials Research
Campaign has developed 6 Key Campaign Initiatives (KCIs) and 3 Core Campaign
Enablers (CCEs) that are designed to address the future Army’s need to rapidly respond
to emerging threats and to eliminate tactical surprise — caused by the proliferation of
advanced technology by our adversaries — by creating a materials by-design and on-
demand enterprise; and a manufacturing science engine to ensure rapid progression from
materials discovery to delivery, with the goal of producing materials in greatly reduced
timeframes and at a fraction of the cost compared to today.




MATERIALS FOR SOLDIER AND PLATFORM POWER SYSTEMS
[KCI-MR-1]

EXPECTED ARMY IMPACT: S&T efforts in lighter, more energy dense power sources
should provide combat advantage through technologies that extend Soldier/squad endurance;
provide energy situational awareness through data networked operations, and reduce the
logistics demand. There is not a single solution to these challenges, but a solution can be
found in a holistic, system of systems approach to Soldier and platform power systems,
bringing together power generation, energy storage, and data-enabled energy management.
The capabilities/impact can be summarized into three subareas: (1) The Soldier/Squad Power
System; (2) Platform and Grid Power System; and (3) Sensor and Small Platform Power
System. Soldier and squad level power sources with energy densities greater than 10 times
that of today’s lithium ion rechargeable batteries using any type of fuel (fuel flexible including
fuels synthesized on site from the Manufacturing Science for Expedient Processing KCI) and
harvesting energy from the surrounding environment used to re-charge energy storage will
enable Soldier’s and Squad’s for extended mission durations, reduced burden from power, and
increased mobility. On the Platform and Grid power systems the focus is on energy storage,
and safe, low cost systems that will deliver increased use of energy harvesting while reducing
the power footprint and the logistics demand. Multifunctional materials will simultaneously
store and/or harvest energy and provide structural support and protection to dramatically reduce
size and weight of platforms. Soldiers will operate within an intelligent power network with
capabilities for automated allocation of the best energy resources and wireless channels for
energy to be dynamically redistributed down to the dismounted Soldier on-the-move. In the
Sensor and Small platform power systems a combination of wireless power transmission, energy
harvesting, and high energy dense power sources will enable the Soldier to utilize numerous
integrated, low power sensors for superior performance, enhanced situational awareness and
heightened operation monitoring. Radioisotope power sources will enable drop-and-forget
battlefield sensing (motion, radiation, photographs, and periodic communications) or built-in
infrastructure health detection (vibration, corrosion) for durations ranging from 10 — 100 years
or whose output power can be switched between low and high levels for persistent sensing or
directed-energy applications.

DESCRIPTION: Design of Soldier and platform power as a system is required to enable
indefinite power for tactical units and significantly reduces the logistics tail for power resupply.
To accomplish this requires significant materials and device advancement in the areas of
alternative energy, advanced energy storage, and energy conversion. This KCI focuses on
increasing power supply in the three focus areas: (i) Alternative energy; (ii) Advanced energy
storage; and (111) Energy conversion technologies.

The Alternative Energy area focuses on developing ultraenergetic materials and radioisotope
power sources. Radioactive isotopes represent the greatest possible energy density, about 108
Wh/kg, achievable without the use of nuclear reactors — at more than 100,000 the intrinsic
energy density of chemicals, radioisotopes are truly ultra-energetic materials. Isotopes

and 1somers of greatest interest are those with half-lives exceeding 10 years, while their
corresponding ground states may be stable or, in many cases, unstable. A research objective in
support of the application of this technology is to understand the physics underlying radiation
hard materials, and to measure efficiencies for related power sources. As a separate technology,
wireless power is focused to enable truly wireless distribution in which loads and sources are
free to move while maintaining power levels and efficiency.



The Advanced Energy Storage area focuses on developing new materials and components for
very high energy density and high power density batteries and novel energy storage technologies
for Army capabilities. Battery research is focused on developing materials systems for higher
voltage, higher temperature, extended cycle life, and stable chemistries for military environments
and applications. Also, development of embedded, flexible, multifunctional structures that provide
required structural and power/energy performance under combined load without compromising
the safety or integrity of the target platform. The effort on superconducting materials is focused
on second generation high temperature metal oxide superconductors with high energy storage
capacity, advanced cryogenics, and advanced power electronics.

The Energy Conversion Technologies area focuses on mechanical and thermal conversion systems,
used to generate electrical energy from Soldier power systems to base level power generators or to
generate mechanical energy for ground and air vehicles. Efforts are focused on compact thermal
sources that generate thermal energy efficiently from transportable fuels. A primary goal is to
integrate the thermal source with thermal-to-electric energy converters for Soldier and Soldier
system power sources capable of 1000 Wh/kg energy densities. Fuel cells as energy conversion
devices offer improvements in energy density; however, miniaturization and cost reductions are
necessary. Acid-alkaline hybrid fuel cell stack designs can help meet these needs and motivate

the development of anion exchange membranes (AEMs). The JP-8 reformation research and
development program is directed at reformation of JP-8 fuel into a hydrogen rich alternative fuel
for downstream power generation. Essential will be the development of liquid phase desulfurization
process and Pd-composite membrane for hydrogen separation.

a. TECHNICAL GOAL(S):
i.  Near-term goals (FY16-FY20):

a. Investigate next generation energy storage chemistries for advanced batteries
(such as Li/S, aqueous Li- ion, dual intercalation, and conversion electrode materials)
to demonstrate either 50% improvement in specific energy or improved safety and
cost compared to conventional Li-ion;

b. Identify and synthesize combustion catalysts with 20% increased sulfur tolerance
and 30% increase the efficiency of liquid fueled combustion thermal sources for use
in TPV and TE energy conversion.

c. Study sophisticated optical coupling structures integrated on TPV cells and
thermal management systems to achieve ~20% radiation-to-electrical energy
conversion efficiency.

d. Research the fundamental material properties that determine pyroelectric energy
conversion performance and develop thermodynamic models to determine the
feasibility of pyroelectric generators to convert thermal energy from waste heat
(>5% energy conversion efficiency), combustion sources (>12% energy conversion
efficiency), or eye safe laser sources (>20% energy conversion efficiency.

e. Novel power materials (high frequency magnetics and ultrasonic transduction
materials such as piezoelectrics) will be developed to enable enhanced transfer
efficiencies (30% improvement). Laboratory demonstration of 10W transfer
using inductive wireless transfer and determine feasibility of alternatives including
electromechanic and laser-photovoltaic transmission.

f. Interface co-continuous structural electrolytes with complex structural electrodes and
simultaneous electrochemical and mechanical cycling

g. Demonstrate up to 30% weight and volume savings using multifunctional materials
to integrate structure and protection function with energy storage (batteries,
supercapacitors, and electrostatic capacitors).




h. Evaluate if tritium radionuclide power sources are capable of 10 years of

operation and determine the fundamental physics by which energy-release rates
may be controlled for isomers to enable a switchable power source.

ii. Mid-term goals (FY21-FY26):

a.

Demonstrate ~80% thermal efficiency in delivering heat from combustion sources
to thermal-to-electric converters; demonstrate combustion operation over a wide
range of fuels including JP-8 and evaluate the durability, such as sulfur tolerance
and carbon formation of catalysts.

Develop photovoltaic cells and selective emitters that are spectrally matched to
achieve >20% radiation-to-electrical energy conversion efficiency without the
need for costly optical filtering.

Evaluate near-field radiation heat transfer to increase TPV power densities for
thermal emitters having temperatures lower than 1000 deg-C.

Reduce the materials cost ($/Watt) of solar photovoltaic devices using hybrid
materials and develop integrated novel optical structures to allow high solar
concentration, reducing the volume of PV material needed for the required power.
Increase both wireless power and transfer. Wireless power transfer <I m

with >60% efficiency; several meters with >30% efficiency; ~km with >15%
efficiency

Develop new materials and components for very high energy density (=200 Wh/
kg), high power density (5 kW/kg) Li-ion batteries and novel energy storage
technologies for Army capabilities with focus on higher voltage (4.7V), higher
temperature (70C), and extended cycle life (>1000 cycles), in safe and stable
chemistries.

Investigate new materials manufacturing techniques, such as additive
manufacturing, and improved multiphysics models and simulation to increase

the energy density (20%) and mechanical properties of multifunctional,

structural power materials and to allow tailoring of material microstructure for
simultaneously maximizing energy storage and structural functions.

Extend the duration of radioisotope power sources to 12 years of operation using
tritium radionuclide sources, develop the capability to use 63Ni for higher power/
kg (300%) and duration (800%), develop isomeric materials to enable energy
storage at minimal power levels and subsequent activation to operational levels
prior to deployment for long-duration sensors or directed energy applications.

iii. Far-term goals (FY27-FY31):

a.

Improve Develop combustion-based thermal sources with highly integrated
balance-of-plant to enable portable thermal sources in a lightweight, small form
factor package in >1000 Whr/kg power sources.

Evaluate new thermal conversion methods at temperatures up to 700 deg-C to
enable harvesting from wasted thermal energy in the environment or on platforms.
Develop entirely new materials and material combinations to yield photovoltaic
systems that far exceed the current efficiency limits at a cost that allows
deployment throughout the Army.

Develop design tools and materials reliability data sets and investigate repair
techniques to enable integration of multifunctional materials into a broad range
of systems. Increase the performance of dielectric and structural electrolytes

to enable multifunctional materials with energy densities approaching those of
conventional energy storage materials.



e. Extend the duration of radioisotope power from 10 to 100 years of operation and
provide a broad array of isotope sources including switchable isotope sources that
can be chosen on the basis of power and duration requirements.

f. Demonstrate feasible alternative to conventional structures/armor and batteries/
supercapacitors

b. PERSONNEL REQUIREMENTS:

i.  Near-term (FY16-FY20): Experts in advanced energy storage and generation,
radiation and nuclear physics, microcombustion, ferroelectrics, semiconductor
physics, plasmonic spectroscopy, nano-material synthesis, and photonics. (10-12
FTEs)

ii. Mid-term (FY21-FY26): Experts in near-field radiation heat transfer,
interdisciplinary electro mechanics and physicists, materials science, meta-materials,
materials synthesis and microfabrication, and combustion modeling. (6-8 FTEs)

i1ii. Far-term (FY27-FY31): Experts in nuclear physics, power systems, power electronic
materials, quantum physicists, and radio frequency. (6-8 FTEs)

c. INFRASTRUCTURE NEEDS:

1. Near-term (FY16-FY20):

a. Reconfigure and expand existing battery dry room space

b. Equipment and facilities for TEM and XPS analysis, 3D printing of materials,
enhanced surface analysis tools, solar cell characterization including a pulsed
solar concentrator, and materials growths including III/V — silicon molecular
beam epitaxy, metal-organic chemical vapor deposition, or liquid phase epitaxy.

c. Facilities onsite to fill tritium capsules.

d. Update radiation generators and measurement instrumentation.

e. Hydride vapor phase epitaxy system to grow relatively thick semiconductor
layers.

f. Laboratory space, fume hood, and equipment for catalyst synthesis and
characterization.

g. Laser, light sources, and detectors (IR, Raman, optical), gas chromatograph/mass
spectrometer and Differential Electrochemical Mass Spectrometry.

ii. Mid-term (FY21-FY26):
a. Enhance capabilities to enable testing of 63N1 power sources and matched energy-
conversion technologies.
b. Update radiation generators and measurement instrumentation.
c. Outdoor test facility with regulatory approval for high power transmission in
frequency bands of prevailing interest.

ii1. Far-term (FY27-FY31):

a. Test beds for qualification of wireless energy transfer in multi-user, high
interference environments and low-power electronics and platforms.

b. Equipment and facilities to run 24 hour durability tests on catalytic materials;
develop new material systems; and test and characterize new ultra-energetic
materials, energy-conversion technologies, transduction materials, power
materials, and to run material durability tests 24 hours a day.

c. Update radiation generators and measurement instrumentation.




ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges and

Army Capability Needs.
Army Warfighting | Description
Challenge
12 Conduct entry operations.
16 Set the theater, provide strateg.ic agility to the Joint Force, and maintain
freedom of movement and action.
Army Capability | Capability Need Area
Need Proponent
MCoE | 3.d — Unburden the Soldier.
CASCOM | 3.c — Intelligent Power Management and Distribution System.
CASCOM | 4.a — Hybrid Power Capabilities.




ENERGY EFFICIENT ELECTRONICS AND PHOTONICS
[KCI-MR-2]

EXPECTED ARMY IMPACT: In the future, to fight and win in a complex world, Soldiers
will require enhanced situational awareness, command and control, communication, and sensing
with increased data processing, adaptability and reconfigurable computing, and networking

-- primarily carried by the dismounted Soldier. Furthermore, there will be greater emphasis

on expeditionary forces that are more maneuverable and energy independent. Achieving these
greatly enhanced capabilities requires technologies that are lighter weight, flexible, and have
reduced power demands to improve maneuverability by reducing the weight and volume carried
by Army platforms including individual Soldiers. Power demand must be reduced through

the design and incorporation of novel energy efficient materials combined with conventional
electronics and photonics, to form heterogeneous, low power electronics and photonics systems.
For example, energy efficient electronics aims to reduce the power demand of Solder radios by
10X, thereby increasing mission duration and situational awareness. Energy efficient photonics
will enable back-packable photonic sources for use in the battlespace, such as jamming/spoofing
Unmanned Aerial Systems.

DESCRIPTION: ARL aims to discover, design and develop future materials in topological
phases of matter; two dimensional materials; wideband gap materials; photonics sources and
detectors; and active heterogeneous interfaces to reduce the power demand of future electronic
and photonic systems. Topological phases will likely facilitate access to unique electronic,
magnetic, and superconducting functionalities. They are also expected to give rise to charge
carriers that can be fractional and/or that do not obey normal quantum statistics. Their phase
transitions go beyond the standard paradigms, and the materials fundamentally deviate from
the standard semiconductor energy constraints. Similarly, two dimensional materials and their
heterostructures offer unprecedented electronic/optoelectronic properties that are not possible
in their 3D counterparts due to the unique quantum confinement effects of two dimensions.
Advanced wideband gap materials will be critical for smart power management as well as
energy efficient high-power radio frequency power amplifiers for assured communications and
electronic warfare applications. Ultimately, the heterogeneous integration of novel electronic
and photonic materials with conventional substrates such as silicon will open up a new paradigm
for Army systems.

TECHNICAL GOAL(S):
1. Near-term goals (FY16-FY20):

a. Synthesize lead-based topological materials such as topological crystalline
insulators with conductivity approaching copper, characterize the basic electronic
structure, and determine the primary defects that may obscure the unique
materials function. Devise strategies for mitigating these defects.

b. Design and demonstrate novel devices exploiting the unique properties offered by
novel topological materials, 2D materials and heterostructures.

c. Design and demonstrate novel photodetectors exploiting the unique properties
of active heterogeneous interfaces between III-N/SiC heterostructures to achieve
greater than 65% efficiency across the ultraviolet in a structure capable of single
photon counting.

d. Demonstrate and assess power scaling potential of a new type of single-aperture
fiber laser directly scalable to 80-100 kW CW - an ultra-low quantum defect clad
diode-pumped Raman fiber power oscillator.




e. Develop and demonstrate efficient wavelength—agile Mid-IR and UV, CW and
pulsed bulk solid-state laser sources, with 20-50 W of power, and demonstrate
first light in LWIR.

f. Study the underlying failure mechanisms in SiC MOSFETs when undergoing
bias-temperature stressing.

g. Investigate GaN device structures as a function of both substrate and epitaxial
growth conditions; demonstrate breakdown voltages of ~600 V using GaN test
structures for continuous and pulsed power applications

h. Grow novel, low (< 5%) In containing InGaN materials for improved internal
quantum efficiency (> 30%) to achieve high brightness, high power emitters in the
near UV.

1. Design and fabricate MEMS piezoelectric transformers for on-chip power
management; demonstrate ~60% power-conversion efficiency in a reduced
form factor (~10X) over prior state-of-the-art Microelectromechanical systems
(MEMS) devices

J. Design baseline architecture for heterogeneously integrated RF front-end of a
4-channel transceiver for operation at >1GHz using InP and Gallium Nitride
(GaN) chiplets on silicon and determine baseline performance; refine design
and simulation of realistic waveform on FPGA and accelerator cores to
develop an understanding of potential performance enhancements to Army
communications systems.

il. Mid-term goals (FY21-FY26):

a. Achieve near room temperature (> 200K) functionality in one or more thin film
topological materials.

b. Demonstrate “energy harvesting” sensors and circuits which are ‘always on’ and
increase the battery life by reducing the demand power (~5X over current state-
of-the art) of compact radios and distributed sensors.

c. Demonstrate and assess power scaling potential of fully crystalline (or fully-
ceramic), true double-clad, Re or Tm doped core fibers from YAG-class thermal
conductivity materials

d. Develop and demonstrate efficient wavelength-agile Mid-IR, CW and pulsed glass
fiber laser sources, with 20-50 W of power, and bulk solid-state laser sources in
the LWIR and UV

e. Develop improved growth techniques for improved quantum efficiency (> 50%)
and output power for large area emitters in the UV.

f. Demonstrate reliable/reproducible SiC and GaN diodes and switches that
routinely exceed the efficiency by 30% of silicon devices especially at larger
breakdown voltages.

g. Grow uniformly doped AlGaN films with uniform thickness and relatively low
dislocation concentrations (< 1014 cm-3) near the surface where the largest
electrical fields will occur in the devices.

1i1. Far-term goals (FY27-FY31):
a. Demonstrate transistors based on spin or tunneling in new topological materials
and/or 2D van der Waals heterostructures that exceed the efficiency of
conventional semiconductors.




. Demonstrate that new devices based on topological or 2D materials can be

heterogeneously integrated into conventional semiconductor processing
methodologies.

Demonstrate electronic and photonic functions with efficiency 10X greater than
state of the art in 2015 and enable 72 hour dismounted missions without energy
resupply.

Demonstrate “energy harvesting” sensors and circuits which are ‘always on’ and
increase the battery life by reducing the demand power (~10X over current state-
of-the art) of compact radios and distributed sensors.

Devise and establish methodologies for braiding of topological quantum
quasiparticles suited to enable exploitation for quantum computing and related
technologies.

b. PERSONNEL REQUIREMENTS:
1. Near-term (FY16-FY20):

a.

b.

Training in the unique physics of topological phases and the connection to
materials structure and characteristics. (5 re-trained FTEs)

Mat erials scientists, engineers, chemists, and physicists with multi-disciplinary
skills in computational modeling or materials synthesis and processing, and
mechanical and microstructural characterization. (5-10 FTEs)

ii. Mid-term (FY20-FY20):

a.

Materials scientists, engineers, chemists, and physicists with multi-disciplinary
skills in computational modeling or materials synthesis and processing, and
mechanical and microstructural characterization. (6 — 12 FTEs)

iii. Far-term (FY27-FY31):

a.

Materials scientists, engineers, chemists, and physicists with multi-disciplinary
skills in computational modeling or materials synthesis and processing, and
mechanical and microstructural characterization. (5— 10 FTEs)

c. INFRASTRUCTURE NEEDS:
1. Near-term (FY16-FY20):

a.

b.

Dedicated growth facilities for the exploration of unique topological and 2D
materials and devices.

High magnetic field, ultra-low temperature (sub 1K) magneto-transport
characterization facilities to verify transport characteristics.

Angle-resolved photoemission for the verification of topological band structures.
Low-temperature (sub 1K) scanning tunneling microscopy/spectroscopy to
characterize the electronic structure of materials

ii. Mid-term (FY21-FY26):

a.

b.

Materials processing and device fabrication facilities suitable for the wet and dry
chemistries necessary to manipulate topological materials

Establish crystal growth facility for nonlinear and active laser materials and
ultrafast laser development facility.

Expand the device testing to include testing high energy pulsed power devices.




iii. Far-term (FY27-FY31):
a. Dedicated growth facilities for the exploration of unique topological, 2D and
heterogeneous materials.

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges and

Army Capability Needs.
Army Warfighting | Description
Challenge
12 Conduct entry operations.

Set the theater, provide strategic agility to the Joint Force, and maintain

16 freedom of movement and action.
Army Capability | Capability Need Area
Need Proponent

MCoE

3.d — Unburden the Soldier.

FCoE

4.a — Next Generation Sensors.




AGILE EXPEDIENT MANUFACTURING
[KCI-MR-3]

EXPECTED ARMY IMPACT: To win in the deep future operational environment, the Army
will need to be more adaptive, more expeditionary, and have a near-zero logistic demand.

The objective of this Key Campaign Initiative (KCI) is to develop novel adaptive and rapid
manufacturing technologies to enable deployable “Materials On-Demand” capability. The
ability to expedite fabrication and part certification in the field will enable operational readiness
concomitant with the capability to counter new threats with point-of-use solutions. This is
expected to dramatically reduce the logistic tail and mitigate uncertainties for expeditionary
maneuver. The “Materials On-Demand” capability enabled through discovery, innovation,

and transition of synthesis, processing, fabrication and manufacturing science methodologies
will lead the way toward a new paradigm in flexible, rapid, low-rate production for the factory
of the future. Science and innovation in synthesis from reclaimed, renewable, and indigenous
resourcing will enable, not only cost reduction, but the capability to mobilize this manufacturing
technology requiring minimal materials burden to support expeditionary operations on location
and in time.

DESCRIPTION: The overriding goal of the Agile Expedient Manufacturing KCI is to enable
adaptive, rapid, and low cost production of consumable parts which easily qualified for service
through development of novel synthesis and processing capabilities. Manufacturing capabilities
developed through this effort are expected to enable 3D additive approaches that facilitate, as for
example, real-time alloying by design simultaneous to near-net-shape fabrication with shorten
times from ingot-to-components. Research contributing to this goal include the thermodynamics
and kinetics in meta-stable rapid heat, melting, mixing, solidification, splat bonding, and bulk
solid state transformation throughout the 3D additive manufacturing process. Constitutive
materials (commercial off-the-shelve, bio-derived, indigenous, and specialty materials) of
varying length-scale (nano, multi-phase, 2D/3D composites, and coatings) are the bases from
which property characteristics are established for component design. Designing and producing
the precursor materials is a key component of this effort. Additionally, this work is focused on
better understanding, preconditioning, and tailoring the reactivity and constitutive behavior of
precursor materials for thermomechanical processing to achieve the designed properties and
performance.

a. TECHNICAL GOALS:
1. Near-term goals (FY16-FY20)

a. Demonstrate the coupling of experimentally integrated computational cast process
and advance pre- and post-solidification processing down to the interfaces for
extending the cast structure predictability.

b. Demonstrate secondary thermomechanical processes coupled with physics base
pre- and post-computational models at the texturing scale.

c. Establish process and demonstrate high fidelity (25% improvement in chemical
and physical resolution above 2015 standards) additive manufacturing (AM)
starting powder and bio-derived feedstock by design.

d. Model and demonstrate coupling of applied energy fields with the primary,
secondary, or fabrication manufacturing to achieve non-linear process energy
consumption effects (>20% decrease in power consumption).

e. Model and validate complex biopathways in additive or subtractive
biomanufacturing processes through multi-organism and engineered systems.




f. Demonstrate expedient printing and performance of 2D flexible electronics sensor
systems, to include human performance states, biological sensing elements, and
natural and synthetic biology systems.

g. Quantify and develop chemical pathways for solar and ambient radiation
enhanced catalytic kinetics in carbon-carbon bond cleavage, CO2 electro-
reduction, O2 electro-reduction and water splitting for manufacturing efficiencies.

1. Mid-term goals (FY21-FY26):

a. Demonstrate adaptive expeditionary manufacturing system concept for low rate
production (50% of traditional turn-around transition time).

b. Demonstrate from model and simulate end-to-end primary, secondary, and
finishing fabrication capability (>10X faster than the traditional transition time
from prints to production).

c. Demonstrate natural and/or synthetic systems to produce critical material
precursors from renewable starting materials.

d. Demonstrate 3D circuit board layouts integrated into the 3D additive tool and
characterized with x-ray analysis capabilities for circuit-board layouts optimized
in volume and performance.

e. Process and design rules/tools for 3D sensors, to measure human performance
states, biological, and synthetic biology systems.

f. Demonstrate enhanced alternative energy harvesting and routes to fuel through
functional active heterogeneous interfaces between highly mismatched alloys/
inverted polarity heterostructures and liquids such as water.

g. Demonstrate use of indigenous feedstock for on demand expeditionary
manufacturing capability.

iii. Far-term goals (FY27-FY31):

a. Demonstrate component fabrication with more than 90% indigenous resources
using additive manufacturing on-demand capability.

b. Demonstrate free-form thermomechanical processing of complex shape (casting
complexity with forging properties).

c. Hybrid additive manufacturing coupled and expedited with catalysis innovation.

d. Demonstrate 3D sensors and printing of active components and novel process
tools, to include advanced human performance states, biological sensing elements
and synthetic biology systems.

e. Demonstrate synthesis of ethanol, butanol, or heavy hydrocarbons from grey
water and CO2 on a tactically-relevant scale.

b. PERSONNEL REQUIREMENTS:

i.  Near Term Goals (FY15-19):

a. Materials engineers with multi-disciplinary skills in computational process
modeling and simulation, computational and physical metallurgy, computational
deformation process modeling and simulation, and processing and manufacturing.
(2-3 FTEs)

b. Bio-engineers with expertise in metabolomics, systems biology, bio-derived
materials, and computational biology. (3-5 FTEs);

c. Bio-process engineers with expertise in microbial ecology for investigation of
environmental, human, and industrial microbial consortia for scalable, robust and
safe bio- manufacturing and bio-processing is required. (3-5 FTEs)




d. Materials engineers with computational and experimental expertise coupling
materiel design optimization including bio-derived processes. (2-3 FTEs)

e. Manufacturing engineers with skills and expertise in designing and maturing
novel fabrication, assembly, tooling, and machine capabilities to produce
precursor materials to net-shape product specifications (4-5 FTEs)

il. Mid-term goals (FY20-25):
a. Materials scientists and engineers with skills in researching real-time concurrent
materials property-process certification. (5-10 FTEs)
b. Process engineers with expertise in scaling biological processes. (5-10 FTEs)
c. Manufacturing engineers to exploit new manufacturing capabilities. (5-10 FTEs)

iii. Far Term (FY26-20):

a. Materials scientists and engineers with skills in researching real-time concurrent
materials property-process certification. (5-10 FTEs)

b. Mechanical and electrical engineers, aerospace and aeronautical engineers, and
manufacturing engineers for development of AM methods. (5-10 FTEs)

c. Materials scientists and engineers with skills and expertise in characterization and
predictive properties of thermomechanical processed meta-stable materials. (6-10
FTEs)

c. INFRASTRUCTURE NEEDS:

1. Near-term goals (FY15-19):
a. Research Center for Additive Manufacturing to advance additive materials to
components:

i. Feedstock synthesis research line— advanced materials processing facilities for
novel feedstock development.

ii. Bio-derived feedstock facility-increased capabilities in metabalomics;
advanced chromatographic and mass spectrometric instrumentation; expansion
of in-situ monitoring of bio-fermentation capabilities.

iii. Additive manufacturing materials characterization — inspection/
characterization of feedstock, process and completed part to provide data for
certification/qualification to include bio-derived precursors and products.

iv. Novel process laboratory.

b. 2D and 3D Flexible electronic printing and process tools.

c. Biological, chemical, and materials science engineering facility with single to
hundreds of liters bio-processing capacities.

d. Integration of biological materials with 3D processing capabilities.

ii. Mid-term goals (FY20-25):
a. Custom research equipment with additive manufacturing functionality for
fabrication of net-shape components in three-dimensional space through the use
of multiple processing fields.

i1i. Far-term goals (FY26-30):
a. Processing instrumented equipment to research recycling scrap and indigenous
materials into refined stocks and/or components.
b. Modernization of instrumentation for real-time process control and alternations
on-demand.




ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges and
Army Capability Needs.

Army Warfighting | Description

Challenge
3 Provide Security Force Assistance.
12 Conduct Entry Operations.

Army Capability | Capability Need Area
Need Proponent

MCoE | 3.d — Unburden the Soldier.

CASCOM | 3.d - Additive Manufacturing

CASCOM | 4.a — Advanced Materials.




QUANTUM SCIENCES
[KCI-MR-4]

EXPECTED ARMY IMPACT: Quantum Sciences will provide game-changing capabilities
for Command, Control, Communications, Intelligence, Surveillance and Reconnaissance

for stationary and mobile Army elements. Exploitation of quantum phenomena, including
distributed quantum systems, will ultimately provide the enabling foundation for many
capabilities and applications that are impossible or impractical to achieve through classical
means, including quantum teleportation-based information transfer for quantum information
distribution including various novel security protocols; enhanced information processing that,
for important Army-relevant problems, may exponentially exceeds the current classical limits
enabling the Army to process information collected from the battlefield in near-real time;
assured positioning, navigation, and timing in GPS denied environments; and a network of
high-precision globally-synchronized atomic clocks for secure timing capabilities in contested
environments. Additionally, exploiting quantum phenomena will lead to new generations of
quantum sensors that provide unprecedented sensitivity in field detection, including gravitation
fields for locating underground structures and tunnels.

DESCRIPTION: One major initiative of the in-house Quantum Sciences program within

the Materials Campaign and the Center for Distributed Quantum Information (CDQI) is a
collaborative fundamental research effort connecting ARL, academic, industrial and other
government researchers to develop the physical layer of a multi-site, multi-node, modular
quantum network based on resilient distributed quantum entanglement preserved by quantum
memory and quantum error correction. Great advances have been made to increase the fidelity
of critical quantum components needed to establish a resilient network of quantum entangled
resources in various atomic and solid-state systems. Although several research groups have
demonstrated point-to-point quantum teleportation, entanglement distribution, quantum error
correction, and quantum memory, no scalable, integrated, modular architecture exists by which
one can connect three or more small quantum nodes and through which quantum information
may be processed. The in-house Quantum Sciences effort working cooperatively with academia
and industry will develop and demonstrate such a scalable architecture for an entanglement-
based distributed quantum network; establish the physical-layer protocols and algorithms for this
architecture composed of integrated, modular components; implement quantum error correction
applicable to quantum repeaters and memories; explore Army-relevant applications for such a
network; and identify performance limitations of a distributed heterogeneous quantum network
that must be overcome or are fundamental. Specific material components include quantum
memories, quantum registers, quantum processors, quantum switches, quantum frequency
conversion devices, entangled photon sources, single-photon detectors, matter-photon interfaces,
quantum sensors, as well as other technologies enabling the realization of integrated, chip-scale
and/or modular components for robust, mobile distributed quantum information networks.




a. TECHNICAL GOAL(S):
1. Near-term goals (FY16-FY20):

a. Develop the physical architecture of a scalable, modular quantum network where
the quantum nodes generate, process, and locally store quantum information and
are resiliently connected by fiber-based or free-space photonic links. This includes
exploration into heterogeneous system interfaces.

b. Investigate quantum entanglement creation, efficiently converted to and from
photons, distributed among three or more quantum nodes, protected through error
correction, and locally stored and recovered on demand with high fidelity using
quantum memory.

c. Develop network algorithms and protocols, including efficient entanglement
management protocols with experimental validation in the context of a
multi-site (three or more quantum nodes) distributed quantum network.

Quantum entanglement management takes into account entanglement routing,
characterizing and manipulating multi-site entanglement, and entanglement
verification. Explore software defined quantum network concepts.

d. Explore the ability of quantum networks to enhance the collective performance
of distributed sensors. These may include magnetometers, accelerometers,
gravimeters, and clocks.

ii. Mid-term goals (FY21-FY26):

a. Improve quantum control, fidelity, entanglement rates, frequency conversion
efficiency, and storage times of a heterogeneous quantum network.

b. Refine quantum error correction and purification protocols to protect quantum
information from decoherence, and develop entanglement management protocols
to coincide with advances to the physical quantum network.

c. Efficiently scale the number of nodes within a quantum network to increase range
and performance capability.

d. Develop novel components and technologies to enable scalability and robustness
appropriate for the physical implementation to address application requirements.

i1i. Far-term goals (FY27-FY31):

a. Investigate and integrate novel modular quantum components for enhanced
distributed quantum system performance.

b. Implement basic quantum operations to explore capabilities beyond what is
possible classically, such as secure information processing and ultraprecise
positioning, navigation, timing and sensing.

c. Explore new applications for which the quantum sciences can perform Army-
relevant operations in a manner impossible or impractical for commensurate
classical systems.

b. PERSONNEL REQUIREMENTS:

1. Near-term (FY16-FY20): Expertise in quantum theory and modeling, quantum
entanglement, entanglement distribution, entanglement purification, quantum
error correction, quantum networking protocols, quantum information processing,
quantum teleportation, quantum optics, quantum frequency conversion, quantum
memory, quantum control, material growth/synthesis and characterization for
quantum applications, fabrication of quantum components, laser-cooling and atomic
physics. (12-18 FTEs)




ii. Mid-term (FY21-FY26): Expertise in quantum information management,
quantum error correction, quantum purification, quantum logic, heterogeneous
quantum interfaces, topological quantum systems, quantum networking, quantum
communication, and integrated modular quantum technology. (8-12 FTEs)

1. Far-term (FY27-FY31): Expertise in quantum networking, quantum operations,
quantum engineering, hybrid quantum system integration, quantum repeaters, quantum
communication, quantum simulation, and quantum applications. (8-12 FTEs)

c. INFRASTRUCTURE NEEDS:

1. Near-term (FY16-FY20):
a. Environmentally-stabilized laboratory space and equipment to develop quantum
nodes based on ions, neutral atoms, and solid-state materials.
Design and fabrication facilities to develop modular, integrated components.
Characterization tools and software for assessing performance of quantum systems.
Access to ARL’s Center for Distributed Quantum Information

Equipment and facilities for heterogeneous quantum network integration.
Expanded laboratory space for hybrid quantum network with increased range and
performance capability.

c. Leverage existing facilities across the quantum science community for quantum
control.

b.
C.
d.
ii. Mid-term (FY21-FY26):
a.
b.

ii1. Far-term (FY27-FY31):
a. Test beds for basic quantum network operations through both optical fiber
and free-space.
b. Modernization of instrumentation, including replacement, upgrade, and new
capability development.
c. Access to emerging quantum systems.




ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges and
Army Capability Needs.

Army Warfighting | Description

Challenge
1 Develop and sustain a high degree of situational understanding.
7 Assure uninterrupted access to critical communications
and information links.
19 Understand, visualize, describe, direct, lead, and assess operations.

Army Capability Capability Need Area
Need Proponent

MCoE | 2.b — Agile, robust, resilient network.

MCoE | 4.b — Control the electronic environment.

USAACE | 4.e — Assured communications.

Cyber CoE [ 3.d — Assured Position, Navigation, and Timing (PNT).

Cyber CoE [ 4.b — Quantum Computing.




ENERGY COUPLED TO MATTER FOR RESPONSIVE MATERIALS
[KCI-MR-5]

EXPECTED ARMY IMPACT: The Army’s future operational environment include contested
and densely populated urban terrain will be characterized by complex and volatile conditions.
Achieving decisive operations in these environments, against an elusive enemy, will require
responsive and adaptive capabilities on-command to counter uncertainties. Energy Coupled

to Matter (ECM) is the physics-based strategy being pursued to develop new materials, new
processes, and means to activate “dial-in” materials properties for adaptive multi-functional
capabilities. Disruptive materials and technologies enabled by this KCI will include “on-
command” functions to enhance Soldier mobility via conformal material actuated exo-

suits, flexible structural and adaptive membranes for power generation-storage-reclamation,
adaptive protection via stealth and shape-shifting, and scalable lethality via tunable warhead
configurations. For example, in weapons systems, rigid body projectiles fabricated using ECM
technologies can “dial-in” 3-5x higher penetration capabilities than eroding projectiles. ECM
for materials research will unlock significant enhancements in response to the Army’s stringent
demands for performance improvements through 2030 and beyond for strategic land power
dominance.

DESCRIPTION: Energy coupled to matter (ECM) is an emerging technology that goes beyond
the traditional process optimization factors of scale, composition, temperature, and pressure.
The initial research will focus on the tenet that energy transfer or coupling is non-linear, and
not simply additive. Empirical Design-of-Experiments (DoE) coupled with modeling is one
approach to understand the physics and energy transfer efficiencies in processing materials
under high and multi-energy fields (e.g. electric, magnetic, acoustic, microwave, radiation, and
others) to manipulate and exploit material substructure orientation and phase transformation

in permitting near theoretical structural and other functional properties. This research pursues
innovations in altering the metals, intermetalllics, polymers, ceramics and hybrid composite
transformation pathways, shifting equilibrium favoring new metastable alloys, aligning

phases, manipulating and shaping nanoscale architectures, and producing materials with
revolutionary on-command permanent or temporal material properties or shape changes. For
example, materials developed using ECM will be designed and transitioned for application to
enable adaptive “on-command” protection technologies for diverting, bending, and fracturing
ballistic threat projectiles with greater efficiency, thus reducing system weight and volume.
Conversely, higher strength projectiles fabricated through ECM materials research will be used
as a foundation to design lethal effects for defeating future enemy protection systems. This Key
Campaign Initiative (KCI) leverages the Computational Science Campaign for modeling the
applied field effects.

a. TECHNICAL GOALS:
i.  Near-term goals (FY15-19):

a. Determine constitutive relationship and energy transfer mechanisms for texturing
ceramics and dielectrics in discrete and concurrent thermomagnetic fields to
generate a 2x improvement over current isotropic material properties.

b. Develop predictive thermodynamic and kinetic models for bulk metallic structure
and property transformation pathways.

c. Develop in-situ methods for measuring the effects of applied fields and their
influence over the evolution of material structure.

d. Demonstrate the impact of ECM fields on traditional processing and
manufacturing methods with 25% less energy input.




il. Mid-term goals (FY20-25):

a. Develop new materials tailored specifically for processing, use, and exploitation
in energetic fields (active or adaptive materials that can dynamically change and
reverse properties by >50% via a stimulus energy field).

b. Determine synthetic and production pathways for materials capable of high
energy absorption or dissipation for defeat of high-energy threats.

c. Synthesize novel active materials with on-command electromagnetic signature in
energetic fields for new capabilities in low observables and stealth.

d. Develop ECM-derived materials for energy harvesting applications.

iii. Far-term goals (FY26-30):

a. Develop a novel class of ECM adaptive materials which provide unprecedented
physical, mechanical, and shape shifting properties on-command with >60%
energy transfer efficiency.

b. Develop transformable materials and material systems that rapidly and actively
transition from one state to another and >50% strain on-demand for dual offensive
or defensive purposes by the user.

. PERSONNEL REQUIREMENTS:

i.  Near Term Goals (FY15-19):
a. Materials scientists and engineers with multi-disciplinary skills in computational
modeling, materials synthesis, and processing. (1 —2 FTEs)
b. Materials scientists and engineers with skills in electronic and magnetic materials
characterization. (2 — 3 FTEs)

1. Mid-term goals (FY20-25):
a. Mechanical, materials, ballistic, and electrical engineers. (1 — 5 FTEs)
b. Physicists with electromagnetic processing skills. (1 —5 FTEs)

iil. Far Term (FY26-20):
a. Materials scientists and engineers (2 — 5 FTEs)
b. Mechanical and electrical engineers, aerospace and aeronautical engineers, and
manufacturing engineers.(3 — 5 FTEs)

INFRASTRUCTURE NEEDS:

1. Near-term goals (FY15-19):
a. In-house ECM equipment:
1. High magnetic field thermomagnetic processing systems capable of high
temperature and pressure application.
2. Single mode microwave sintering technologies capable of high-temperature
and high-pressure application.
3. Electric-field assisted processing systems- flash sintering and hybrid, flash-
based technologies.
b. Access to existing facilities with high magnetic field sources such as the National
High Magnetic Field Laboratory to leverage research on paramagnetic and
diamagnetic materials.

1. Mid-term goals (FY20-25):
a. Specialized multi-field ECM research equipment with bulk consolidation and
manipulation functionality for fabrication of net-shape components in three-
dimensional space through the use of one or more fields.



b. Research instruments for in-situ and ex-situ materials characterization under
precise thermo-electro-magnetic-acoustic field application.
c. Space-based microgravity facilities for ECM experimentation

iii. Far-term goals (FY26-30):
a. Portable multi-field ECM equipment to assess active and adaptive materials.

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges and
Army Capability Needs.

Army Warfighting
Challenge

Description

12

Conduct entry operations.

15

Conduct Combined Arms Air-ground Maneuver.

17

Deliver Offensive Fires

18

Deliver Defensive Fires

Army Capability
Need Proponent

Capability Need Area

MCoE

3.a— Combat Vehicle Development.

MCoE

3.d — Unburden the Soldier.

CASCOM

4.a — Advanced Materials.

USAACE

4.d — Mitigate the “chance encounter” threats.




LIGHTWEIGHT MATERIALS
[KCI-MR-6]

EXPECTED ARMY IMPACT: Weight reduction of combat platforms is a key factor for
decisive operations in overmatching the enemy with agility, speed, mobility, and deployability.
In response to escalating operational requirements, Army systems have increased in mass largely
due to an “add-on” approach. The impact has been a reduction in mobility, increasing burden
on dismounted Soldiers and a lack of strategic maneuverability for forces equipped with mobile
protected firepower sufficient for early or contested entry operations. For example, the Army
Future Vertical Lift will require 3x the current rotorcraft range capability. Future ground combat
vehicles are requesting >50% weight reduction. Excessive Soldier’s fighting load and approach
march load can lead to degenerative arthritis, cervical strains and other musculoskeletal injuries.
The Lightweight Materials KCI focuses on developing higher specific property materials
(property/density) and apply the new approach of system materials on-demand and by-design
for platform weight reduction. The capability to design and produce lightweight materials

will be coupled with system design and optimization in a holistic weight reduction approach

for more than 50% weight savings, increased life cycles and reduced cost. This is expected to
enhance expeditionary capabilities as well as increase readiness, reduce sustainment demand,
and enhance affordability.

DESCRIPTION: This effort will leverage outcomes from Materials On-Demand (flexible and
affordable manufacturing innovations) and By-Design (from atoms to properties) to develop
and achieve a holistic approach to concurrent materials-system design for unprecedented weight
reduction. This initiative utilizes computational materials models, guided and validated by
experiments with the appropriate materials physics at the appropriate length and time scales, to
accurately model material properties and system design performance in the relevant functional
environment. This is expected to enable the design and manufacturing of material systems

in concert with system design not possible today. The materials performance in the system is
not only based on materials properties (strength-to-weight ratio, high toughness, high ballistic
penetration resistance, fatigue resistance, corrosion resistance, chemical-biological resistance,
joining strength, reparability), but includes the component’s functional design in the system.
Specific research emphasis in discovering new lightweight materials and to quantify the
lightweight performance space for system design include: a) property-processing-properties

of lightweight metals (magnesium and aluminum alloys) in the chemistry, nano-engineering,
solidification and thermomechanical processing design space; b) high rate toughening of
lightweight armor ceramics that supports vehicular structural load; and ¢) common efficient load
transfer in hybrid lightweight composites via polymer and hybrid fiber interfacial engineering.

a. TECHNICAL GOAL(S):
1. Near-term goals (FY16-FY20):

a. Develop fundamental understanding of relationships between alloy chemistry,
emerging processing techniques, microstructure, properties, and performance of
lightweight material systems to achieve 2x the strength of FY'15 commercially
available magnesium alloys.

b. Demonstrate the physics base computational models via design-of-experiments
to predict materials structure and properties with performance of a simple
component design configurations (flats and semi-sphericals).



c. Develop and demonstrate an in-situ capability coupled with model to quantify
microstructure, deformation, interfacial load transfer and damage evolution
of lightweight metals, composites and ceramics systems in the Army-relevant
performance space (e.g. during structural and ballistic loading).

ii. Mid-term goals (FY21-FY26):

a. Develop fundamental understanding of relationships between crystal structures
and microstructures to design lightweight hybridized ceramics with structural
armor performance of lightweight metallic systems.

b. Demonstrate concurrent design of materials and subcomponent design for >50%
weight saving compared to traditional subcomponent design approach with
commercially available off-the-selves materials.

c. Design of interface chemistry, processing methods, and materials requirements
to enable by-design load transfer between composite reinforcing media and
supporting matrix material to enable efficient (>2x baseline) long-range energy
transfer for structural and ballistic applications.

1i1. Far-term goals (FY27-FY31):

a. Design lightweight materials for integrated multi-functional components (sensors-
mobility-armor-armament-structure) where the alloy composition and processing
route is tailored for the combination of properties necessary to meet weight
reduction performance requirements of components.

b. Probabilistic and physics-based methodology for lightweight materials and
common component certification such that the time frame for the materials
development cycle aligns with that of the part development cycle.

c. Demonstrate concurrent lightweight materials design, manufacturing planning,
and system design as a holistic system weight reduction capability.

b. PERSONNEL REQUIREMENTS:
1. Near-term goals (FY16-FY20):

a. Materials scientists with multi-disciplinary skills in computational modeling,
materials synthesis, and processing, mechanical and microstructural
characterization. (6-10 FTEs)

1. Mid-term goals (FY21-FY26):

a. Mechanical and materials engineers to integrate computational and
experimental approaches for designing and engineering new lightweight
materials. (6-10 FTEs)

1i1. Far-term goals (FY27-FY31):

a. Multi-disciplinary materials scientists and mechanical engineers with research

skill in integrated computational materials and system engineering. (6-10 FTEs)

c. INFRASTRUCTURE NEEDS:
i.  Near-term goals (FY16-FY20):

a. Automated fiber placement technical bench with multi-axis, multi-material laser
sinter thermal head system capable of depositing fibers for lightweight composite
designs.

b. Refractory Metal Furnace and Mini Hot Press to process lightweight ceramics.

c. Integrated surface analysis instrumentation in plasma and ion implantation
capability for bulk lightweight structural materials.

d. Radio Frequency Press to process transparent structural assembly to research
reduced residual stresses.




ii. Mid-term goals (FY21-FY26)

a. Automated surface treatment and packaging tool capable of surface processing
(plasma, liquid chemical etch, chemical bond preparation) to enable rapid
development of process treatments from fiber to plate.

b. High temperature upgrades to ARL Center for Advanced Polymer Processing for
novel prepreg materials and additive manufacturing feed stock, high pressure
continuous consolidation equipment, and precision fiber placement composites
fabrication.

c. Synchrotron beamlines coupled with micro-, nano-, and pico-second photon and
electron analysis during mechanical deformation.

d. High-temperature (2000 degree C) TGA/DSC with gas chromatography/mass
spectrometry to support lightweight ceramic research.

e. High Temperature, High Energy X-Ray Diffraction facility for ceramic powder
and bulk structure analysis.

iii. Far-term goals (FY27-FY31):

a. Laboratory to pilot scale synthesis and scale up in well controlled environments
to feed processing facilities.

b. Molecular coatings and layer by layer molecular processing facility.

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges and
Army Capability Needs.

Army Warfighting | Description

Challenge
12 Conduct entry operations.
15 Conduct Combined Arms Air-ground Maneuver.

Army Capability | Capability Need Area
Need Proponent

MCoE | 3.a — Combat Vehicle Development.

MCoE | 3.d — Unburden the Soldier.

CASCOM | 4.a — Advanced Materials.




DESIGNING MATERIALS
[CCE-MR-1]

The Materials Research (MR) Core Campaign Enabler (CCE) in Designing Materials is a
sustained effort to systematically build a science and engineering-based capability to design
materials and related devices. Whether this be for electron, photon, phonon, mechanical,
chemical, or living matter behavior, it relies on predicting and advancing the physics, chemistry,
biology, and related engineering between microstructure and performance to enable the design
of model materials and devices for Army relevant applications.

Microstructure is the detailed description of materials from the atomistic to the relevant bulk
scale for functional and performance purposes. Performance is the material system constitutive
behavior in its passive or responsive state detailed by the combined intrinsic and extrinsic
physical, biological, and chemical properties. Examples of materials and device performance
goals are those identified in MR Key Campaign Initiatives in Quantum Science, Energy Efficient
Electronics and Photonics, Materials for Soldier and Platform Power Systems, Lightweight
Materials, Energy Coupled to Matter and Responsive Materials, and Agile Expedient
Manufacturing. The science and engineering between materials microstructure and performance
is the detailed quantifiable description on the mechanisms and processes as to how performance
1s manifested through the microstructure. The goal of this MR CCE is to achieve the knowledge
from which model materials and devices are designed and optimized for specified performance.

The MR CCE on Designing Materials investigates and advances the mechanisms in organic,
inorganic and living material microstructure relevant to three performance challenges:

1) Materials and devices to resist and perform under extreme dynamic, thermal, mechanical,
chemical, biological environment; This effort considers a range of material classes such

as multi-functional structural, metals, ceramics, semiconductors, insulators, polymers,
composites and biological materials.

2) Materials and devices to absorb, divert, convert, emit, detect, and direct the
electromagnetic space. These include photonic, spintronic, and electronic devices, as well as
electrochemical energy devices and biology enabled/enhanced devices.

3) Materials and devices to store and control rate-release of energy including device design
work-such as on-chip nanoporous silicon devices. These include battery materials; fuel cells;
and anti-tamper components.

The strategic approach to these focuses include:

a. Application of multi-scale modeling and simulation tools for articulation and virtual
exploration of scientific mechanisms, bridging the material length and time scales, for
a predictive design tool. An Integrated materials by design capabilities for structural,
electronic, electromagnetic, power and energetic materials for ARL Key Campaign
Initiatives and Army relevant material challenges.

b. Bio-inspired from living matter and systems/synthetic biology to design material systems at
high degree of fidelity and unparalleled control.

The integrated core campaign enablers in Designing Materials, Materials Synthesis and
Processing, and Materials Characterization and Discovery will be the foundation to leap ahead
from Integrated Computational Materials Science and Engineering, to Ab Initio Design of
materials and devices, to Production for Performance.




PERSONNEL REQUIREMENTS:
1. Near Term Goals (FY15-19):

a. Physicists, materials scientists, and engineers with multi-disciplinary modeling
and analytical skills in applying predictive multi-scale models and experimental
validation of materials and semiconductor device models (5-10 FTEs)

b. Biologist and chemist with expertise in modeling and experimentation in systems
biology, microbial ecology and systems biology (3-5 FTEs).

c. Materials RF Engineer with expertise in modeling novel materials and conformal
antenna design (1-2 FTEs).

i1. Mid-term goals (FY20-25):

a. Materials, chemical, mechanical, electrical, multi-disciplinary scientists and

engineers for new materials design (5-10 FTEs).
iii. Far Term (FY26-30):

a. Materials scientists and engineers, supported by the multi-disciplinary
contributions of mechanical, electrical and chemical engineers, physicists, and
chemists for advancing the materials by design capability (5-10 FTEs).

INFRASTRUCTURE NEEDS:
i.  Near-to-Far term goals (FY15-30):

a. Data storage capacity and data stewardship to enable data mining of Materials by
Design Programs.

b. Networked laboratory to enable transfer of massive amounts of processing
data to databases to allow for in-depth analysis to establish ICME (Integrated
Computational Materials Engineering).

c. Technology Computer Aided Design (TCAD) tools for simulation of electronic
and photonic materials through devices (via drift-diffusion, self-consistent
Poisson/Schrodinger solvers) are needed by multiple groups in order to simulate
emerging material systems in the context of high speed performance and
integration.

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges.

Army Warfighting | Description
Challenge
5 Prevent, reduce, eliminate, and mitigate the use and effects of weapons
of mass destruction.
7 Assure uninterrupted access to critical communications
and information links.
12 Conduct entry operations.
13 Establish and maintain security across wide areas (wide area security).
15 Conduct combined arms air-ground maneuver.




MATERIALS SYNTHESIS AND PROCESSING
[CCE-MR-2]

The purpose of this Materials Research Core Campaign Enabler (MR CCE) in Materials Synthesis
and Processing is to advance the fundamental sciences in synthesis and processing enabling
fabrication of Army relevant materials and devices on-demand and by-design.

“Synthesis” is the science of manipulating atoms, molecules, and other building blocks of matter
into materials in an additive way, via growth or deposition, chemical or biological synthesis,

and precursor material for additive manufacturing. “Processing” involves the modification of
existing materials through external stimuli for devices and or tailoring engineering materials (e.g.
thermomechanical treatments, composite processing, sintering, joining, nano and microfabrication).

New approaches are necessitated by emerging requirements to fabricate model materials designed
at the atomistic scale. Synthesis and processing innovations are needed to ensure transition of
designed materials to tangible applications. The desired synthesis and processing science will
enable fabrication from atomistic-design to engineering bulk material and devices on-demand. This
knowledge based research will seed synthesis and processing innovations in manipulating organic
and inorganic matter to build materials with precision placement of atoms or with biological
building blocks from design.

In creating and broadening an opportunistic environment in synthesis and processing science for
materials by design, three research foci will be emphasized:
1) Synthesize, refine and tailor precursor materials’ chemistry and microstructure for subsequent
processing to achieve the designed specification
2) Layer and construct materials at the atomistic scale, including 1 dimensional seeding, 2
dimensional surfaces, up to 3 dimensional bulk or layered element-by-element, controlling the
progressive length- and time-scale uncertainties systematically.
3) Control and direct synthesis path through the use of biological systems leading to
biologically inspired and/or derived synthesis of materials and devices.
This Materials Research Campaign Core Enabler in Synthesis and Processing will provide under-
pinning sciences and engineering to deliver tangible materials from model material by design to
support all the Key Campaign Initiatives where materials are needed on-demand.

PERSONNEL REQUIREMENTS:
i.  Near Term Goals (FY15-19):

a. Physicists, engineers, chemists, biologists, and materials scientists with multi-
disciplinary skills in materials synthesis and processing, mechanical, chemical and
microstructural characterization are critical for developing predictive multi-scale
models and providing experimental validation of materials models in order to make
new materials and creating novel capabilities. (4-5 FTEs)

b. Processing engineers with experience in advanced processing and manufacturing,
to include material and device nano/microfabrication, extrusion-based polymer
processing, powder metallurgical processing, ceramic processing, process modeling
and Integrated Computational Materials Engineering (2-3 FTEs).

c. Physicists, engineers, and material scientists with expertise in characterization and
process development for flexible electronics, sensors, and other devices (1-2 FTEs).

d. Engineers with experience in Metal Organic Chemical Vapor Deposition (MOCVD)
for Yttrium Barium Copper Oxide (YBCO) deposition and thin film characterization
(1-2 FTEs).

e. Physicists, Engineers, Material Scientists with experience in superconducting and
electro-optic materials and devices (1-2 FTEs).




1. Mid-term goals (FY20-25):
a. Processing, materials, electrical, mechanical and manufacturing engineers for
processing and nanofabrication research to build materials and devices by design.
(5-10 FTEs).
b. Physicist/Electronics Engineer for Advanced Materials and Devices (2-3 FTEs).
c. Physicists, Engineers, Material Scientists with experience in superconducting and RF
materials and devices (1-2 FTEs).
iii. Far Term (FY26-30):
a. Mechanical, electrical, and manufacturing engineers, for developments in processing
enabling materials transition to commercial production. (5-10 FTEs)
b. Biologists and Bioengineers with expertise in bio-inspired, synthetic and systems
biology-driven synthesis and processing of materials and devices (3-5 FTEs)

INFRASTRUCTURE NEEDS:
1. Near-term goals (FY15-19):

a. Fully instrumented high isostatic press (HIP) to enable measurement of ceramic
processing parameters spatially and temporally.

b. Increase capabilities in metabolomics and genome editing tools to prepare desired
chemicals, including acquisition of equipment to enable use of Clustered regularly-
interspaced short palindromic repeats (CRISPR) / CRISPR associated protein-9
(Cas9).

c. Integrated 3D Mechanical pick and place Si CMOS printing, and photonic sintering.

d. 3D printer established in dry room for 3D design of materials for energy storage.

e. Advanced spectroscopic characterization and optical source equipment

1. Mid-term goals (FY20-25):

b. Materials synthesis, processing, and device fabrication facilities suitable for the
wet and dry chemistries necessary to manipulate topological and other advanced
materials.

c. Expanded laboratory space for biological, chemical, and materials science
engineering facility with single to hundreds of liters bio-processing capacities.

d. Expanded laboratory space and capability for processing of materials in inert
environments.

e. Differential Electrochemical Mass Spectrometry (DEMS)

iii. Far Term Goals (FY26-30):

a. Facilities and equipment for reproducing microgravity environments on Earth.

b. Modernization of equipment - replacement / upgrade / new developing processing
and manufacturing equipment.

c. Dedicated growth facilities for the exploration of unique materials predicted.

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges.

Army Warfighting | Description
Challenge
5 Prevent, reduce, eliminate, and mitigate the use and effects of weapons
of mass destruction.
12 Conduct entry operations.
15 Conduct combined arms air-ground maneuver.
16 Set the theater, provide strategic agility to the Joint Force, and maintain
freedom of movement and action.




MATERIALS CHARACTERIZATION AND DISCOVERY
[CCE-MR-3]

The research and development of technology that can fully detail atoms-to-meters of materials
will enable not just validation of what was predicted, but also discovery of the unexpected and

the unknown. This Materials Research Core Campaign Enabler (MR CCE) in Material
Characterization and Discovery, in conjunction with the Materials Design and the Synthesis and
Processing MR CCEs, is foundational and the door to future disruptive and un-planned discoveries
enabling the Materials Research Key Campaign Initiatives (MR KClIs) in Quantum Science,
Efficient Electronics and Photonics, Power for Soldier and Platforms, Lightweight Materials,
Energy Coupled to Matter, and Agile Expedient Manufacturing.

Contemporary methods to interrogating materials include a suite of spectroscopy, microscopy, and
experimental characterization. Within each of these methods are extensive research and efforts to
attain higher fidelity, better resolution, better consistencies, and in less time. The Army Research
Laboratory continues to focus on advancing these techniques to explore materials enabling
disruptive technologies for the Army.

The Materials Research Core Campaign Enabler (MR CCE) on Materials Characterization and
Discovery is grounded on 1) designing and developing mechanistic-focused experimentation, 2)
enhancing and developing novel spectroscopic, microscopic and experimental techniques in
conjunction with the other MR CCEs to enable the MR KCls, and 3) developing real-time full
spectral probing, sensing, analytics and informatics to enable discovery of the unexpected.

PERSONNEL REQUIREMENTS:
1.  Near Term Goals (FY15-19):

a. Materials scientists and engineers with multi-disciplinary skills in materials
microstructural characterization, non-destructive analysis, and advanced materials
testing techniques. Materials scientists with expertise to enable accurate
characterization of material properties. (5-10 FTEs)

b. Spectroscopists with expertise in characterization of catalysts and adsorbates (1-2
FTEs).

c. Physicist with expertise in characterization, design, and processing of wide-bandgap
materials and devices (1-2 FTEs).

d. Scientist with expertise in nonlinear and electro-optical materials as well as optical
limiting techniques (1-2 FTEs).

e. Power engineer with expertise in additive manufacturing for packaging (1-2 FTEs).

1. Mid-term goals (FY20-25):

a. Physicists, electronic engineers, computer scientists, and materials scientists with
skills in instrument design and fabrication to develop instrumentation and data
analysis for multi-characterization, high rate, and high resolution characterization of
materials (2-3 FTEs).

b. Physicists and materials scientists with skill in use of high resolution, high rate
capabilities at national laboratories, including neutron and other particle sources and
X-ray and other electromagnetic sources (2-3 FTEs).

c. Physicists, chemical, biological, mechanical engineers and materials scientists with
expertise in micro and nano-techniques. (5-10 FTEs)

ii1. Far Term (FY26-20):
a. Physicists and materials scientists with expertise in physics of solids. (5-10 FTEs)




INFRASTRUCTURE NEEDS:

1. Ne
a.

b.

i
i.
k.
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a.

b.

d.

ar-term goals (FY15-19):

Atomic probe microscopy provides sub-nanometer spatial resolution of individual
atom positions. Provides chemical analysis of alloys at the atomic scale.

Triple ARL’s capacity to perform FIB (Focused lon Beam) and Laser Machining
of materials for rapid and fully 3D characterization methods.

Data storage capacity and data stewardship to enable data mining of Materials by
Design Programs

Low-temperature (sub 1K) scanning tunneling microscopy/spectroscopy to
characterize the electronic structure of materials.

High magnetic field, ultra-low temperature (sub 1K) magneto-transport
characterization facilities for verifying transport characteristics.

Angle-resolved photoemission for the verification of topological band structures

. Advanced Characterization Capabilities: Ultrafast electron spectroscopy and

diffraction capability; Advanced chromatographic instrumentation; Advanced
mass spectrometric instrumentation; Peptide sequencer, fast protein liquid
chromatography; Fluorescence spectrometer and Fs amplifier system; High
Temperature X-Ray Diftraction (>1400C).

Micro-machining, micro-assembly, and micromechanical interfacial experimental
capabilities.

High power continuous-wave fiber laser (5 KW)

High Speed On-chip mm-wave Frequency Extenders & Logic Analyzer

Wafer Bonding for Heterogeneous Device Integration

d-term goals (FY20-25):

Three dimensional x-ray diffraction microscopy capability for spatial phase
relationships in poly phase materials.

Ultrafast structural characterization (TEM, X-ray), combined with broadly tunable
ultrafast optical pulses to access a wide variety of materials.

Flash X-ray, P-Rad and Neutron spallation sources for in-situ characterization
lines devoted to Army materials by design programs.

Surface Science Center for characterization of materials at surfaces and interfaces
using a variety of surface preparation techniques.

iii. Far-term goals (FY26-30):

a.

Modernization of instrumentation is expected at ever increasing rates and
replacement / upgrade / new developing characterization will need to be
programmed as a continual process.

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges.

Army Warfighting | Description
Challenge
5 Prevent, reduce, eliminate, and mitigate the use and effects of weapons
of mass destruction.
7 Assure uninterrupted access to critical communicationsand information
links.
13 Establish and maintain security across wide areas (wide area security).
15 Conduct combined arms air-ground maneuver.
18 Deliver fires and preserve freedom of maneuver.
19 Understand, visualize, describe, direct, lead, and assess operations.




SCIENCES-FOR-MANEUVER CAMPAIGN

MISSION: To discover, innovate, and transition S&T enabled capabilities that
significantly increase the force effectiveness and global responsiveness of the Army -
America’s primary ground force.

VISION: Air and ground platforms available to commanders of the Army of 2030 are
designed and built that make it possible to rapidly respond to emerging conflicts at any
location around the globe. Based on vastly improved materials, logistical support needs
of the fighting force are greatly reduced. A globally responsive, lethal, and resilient force
serves as a significant deterrent to rising conflict. The desired end state is to leverage the
full range of S&T enablers to prepare forces.

The Sciences-for-Maneuver Campaign focuses on gaining a greater fundamental
understanding of advanced mobility technologies that enable innovative vehicles
configurations and subsystems architectures — critical to the future Army’s movement,
sustainment, and maneuverability. Knowledge gained through these research efforts will
lead to technologies for the design, fabrication, integration, control, and platforms support
that will significantly improve Power Projection Superiority for the Army of 2030.

The Sciences-for-Maneuver Campaign has developed 3 Key Campaign Initiatives
and 4 Core Campaign Enablers (CCEs) that are integrated to form a robust foundation to
understand and overcome complex fundamental challenges associated with Energy and
Propulsion; Platform Mechanics; Vehicle Intelligence; and Logistics and Sustainability.
The campaign builds on fundamental pillars of science and engineering to conduct
research in manned-and-unmanned Army air-and-ground vehicles. Discoveries and
innovations made in this area will exert a significant impact on the Army of the future.




FORCE PROJECTION AND AUGMENTATION THROUGH
INTELLIGENT VEHICLES
[KCI-SCMVR-1]

EXPECTED ARMY IMPACT: The Army Operating Concept (AOC) states that “Army
development of autonomous and semi-autonomous operational capabilities will increase
lethality and protection, and augment, enable and, in some cases, replace Soldiers, thus

freeing them to maneuver and operate to their advantage.” ARL is focused upon providing

the fundamental understanding that will enable future unmanned vehicle systems (UVS)
operating in the air, ground, or maritime environments — through greatly improved platform
perceptual, learning, reasoning, and communication capabilities to facilitate effective interaction
with Soldiers and the local populace thereby engendering trust essential to forming efficient
teams. In addition, technological advances in this area are envisioned to create “the potential
for affordable, interoperable autonomous and semi-autonomous systems that improve the
effectiveness of Soldiers and units. Robotics will deploy as force multipliers at all echelons
from the squad to the brigade combat teams. Future robotic technologies and unmanned ground
systems (UGS) augment Soldiers and increase unit capabilities, situational awareness, mobility,
and speed of action.”

DESCRIPTION: ARL research is centered on creating the machine cognition and behaviors
that can, in certain scenarios, replace the operator (driver or pilot) in future unmanned vehicles.
Our focus includes the perceptual, learning, reasoning and communication skills that are
required to effectively interact with both Soldiers and the local populace, and engender the
mutual trust necessary for effective teaming.

a. TECHNICAL GOAL(S):
i.  Near-term goals (FY16-FY20):

a. Cognitive architecture and supporting technologies to model the world in
semantic terms, permit reasoning based upon abstractions, and allow interactive
communication with Soldiers using structured natural language.

b. Semantic labeling of an increasingly larger vocabulary of objects and behaviors
to permit a richer, more detailed description of the environment. Includes
the determination of critical scene elements, actions, and relationships to be
remembered for future use in machine planning, learning, and reasoning;
recognition of changes in the physical and tactical environment as a cue to
significant activity requiring reaction; and incorporation of contextual information
and life-long learning into reasoning.

c. Expansion of research activities from a primary focus on ground vehicles to fully
encompass unmanned air systems.

ii. Mid-term goals (FY21-FY26):

a. Creation of the ability to infer purpose from the relationships between objects
in the environment and behaviors (activity) exhibited by people (teammates,
adversaries, and non-combatants) and place objects and behaviors into context.

b. Enhanced ability of machines to generalize and rapidly learn from a limited
number of exemplars; monitor execution; and identify conditions requiring
reconsideration of plans and modification of behavior and autonomously initiate
the replanning process.



c. Enable machines to explain knowledge, actions, and predicted outcomes enabling
rapid redistribution of tasks between Soldier and robot, enhancing transparency,
and engendering greater trust by human collaborators.

iii. Far-term goals (FY27-FY31):

a. Cognitive architectures and algorithms to create unmanned vehicles that possess
the situational awareness, cognitive skills, learning capabilities, and reasoning
prowess associated with tactical or support vehicle operators.

b. Systems capable of reasoning on an abstract level possessing basic tactical skills
and knowledge.

c. Machines able to generalize, adapt, and successfully apply their knowledge base
to synthesize new solution approaches to previously unknown situations.

d. Robots able to rapidly and autonomously adapt to changes in human teammate
actions--operate effectively as wingmen within a manned-unmanned team without
a need for direct control by a Soldier.

b. PERSONNEL REQUIREMENTS:

1.

ii.

iil.

Near-term (FY16-FY20): Expertise required in computer science, applied
mathematics and engineering associated with the creation and integration of
software algorithms. Emphasis on cognitive architectures modeling human
behavior also requires individuals with backgrounds in social sciences and
psychology. Emphasis on the use of natural language for communication calls

for additional leveraging of existing expertise in natural language processing.
Over the course of five years, expect a net increase of between 12 and 18
Government employees, augmented through partnership arrangements with
additional personnel from academia and industry.

Mid-term (FY21-FY26): As the scope of dedicated facilities and testbeds increase,
hire 3-4 new Government engineers and technicians, releasing S&T staff to focus
on research and experimentation. Consider rotating personnel from Research,
Development, and Engineering Centers to ARL for extended periods to facilitate
technology transition to concept demonstration projects. Hire 1-2 S&T staff per
year to explore and implement the increasing number of research topics, especially
as the research focus turns towards empowering robots with more “human-like”
cognitive capabilities.

Far-term (FY27-FY31): As technology matures and an increased focus is on
empowering systems with cognitive skills, there will be a requirement for 1-2 subject
matter experts working with computer scientists and software engineers to create and
explore exemplar complex tactical behaviors.

c. INFRASTRUCTURE NEEDS:

1.

Near-term (FY16-FY20):

a. A set of representative testbed vehicles, both air and ground, on which to
integrate, exercise, and explore integrate component technologies at appropriate
scales in a relevant, reconfigurable environment. This could be accomplished in
collaboration with appropriate partners (Government, academic, or industrial).

b. Upgraded component sensing and computational hardware to maintain relevance

with readily available technology.




ii. Mid-term (FY21-FY26):

a. Expanded facilities for simulated and live experimentation for increasingly
complex physical and tactical outdoor environments for air, ground, and hybrid
vehicles. Given the scope of this activity, potential partnering with the Test &
Evaluation community, other Government agencies, or industrial partners should
be explored.

iii. Far-term (FY27-FY31):

a. Additional laboratory space to house the larger number of personnel and testbeds
in the program.

b. Additional software development facilities.

ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges and
Army Capability Needs.

Army Warfighting | Description

Challenge
1 Develop and sustain a high degree of situational understanding.
3 Provide security force assistance.
5 Prevent, reduce, eliminate, and mitigate the use and effects of weapons
of mass destruction.
D Conduct entry operations.
13 Establish and maintain security across wide areas (wide area security).
16 Set the theater, provide strategic agility to the Joint Force, and maintain

freedom of movement and action.

Army Capability Capability Area Need
Need Proponent

MCoE | 3.e — Robotics/Autonomy.

CASCOM | 3.a — Autonomous Ground Resupply.

CASCOM | 3.e — Autonomous Aerial Resupply.

USAACE | 3.d — Improved Manned-Unmanned Teaming and Autonomy.

USAACE | 3.h — Joint Force Commonality.

MSCoE | 4.e — The Capability to Conduct Operations with Autonomous Systems.




ADVANCED, ELECTRICAL POWER
TECHNOLOGIES AND COMPONENTS
[KCI-SCMVR-2]

EXPECTED ARMY IMPACT: With the demand for higher efficiency and performance, the
Army has, traditionally, migrated from mechanical systems to electronic systems. In the future,
this evolution will be even more attractive and necessary as networked power management
holds the promise of enabling additional capabilities, benefits and cost savings. The Advanced,
Electrical Power Technologies and Components effort addresses the development of a broad
spectrum of materiels and devices that will be required by Army systems developers in the
coming years. Of special focus are high-voltage components that will accelerate the realization
of compact, high-energy (sub-) systems.

This research effort is expected to have the following Army impacts:

 Improving mission effectiveness of Army platforms through the development of necessary
energy and power underpinning devices and circuits that are required to enable electric-based
component technologies.

* Reducing logistics burdens through the development of more efficient electrical power
generation, distribution, and conversion components and systems.

DESCRIPTION: This research effort will focus on pursuing advanced, electrical power
technologies and components to enable efficient Army platforms. The goals of this work are

to overcome barriers to realization of intelligent, solid-state alternatives to selected electro-
mechanical components; components and techniques for improved thermal management of
transient heating events in electronic systems; high voltage components based on advanced wide
band-gap semiconductors; intelligent power conditioning modules and interfaces for power
conversion and inversion; and induction-based, electrical energy storage devices that approach
20 J/cc capacities.

a. TECHNICAL GOAL(S):
1. Near-term goals (FY16-FY20):

a. Develop intelligent, solid-state replacements for selected electro-mechanical
components.

b. Develop a compact, high-voltage power source for plasma applications such as

aerodynamic control of smart munitions.

c. Develop components and techniques for improved thermal management of
transient heating events in electronic systems.

ii. Mid-term goals (FY21-FY26):

a. Develop high voltage components based on advanced wide band-gap
semiconductors (such as aluminum nitride or gallium nitride) that allow higher
voltage (>25 kV) operation for expanded power control

b. Develop intelligent power conditioning modules and interfaces to demonstrate
power converters and inverters with adaptive circuit topology capability for
improved efficiency and reliability

c. Develop high-slew rate electrical machines, drives, and power sources.

d. Investigate the use of three-dimensional (3-D), silicon carbide (SiC), metal-oxide-
semiconductor field-effect transistors (MOSFET) for improved efficiency of
power conversion circuits.




1il.

e. Demonstrate high-action, high-voltage opening switches for inductive storage
devices. These components are critical for the development of energy storage
based on superconducting inductors.

Far-term goals (FY27-FY31):

a. Develop dielectric-based, electrical energy storage devices that approach 3 J/cc
capacities to decrease the volume of energy storage capacitors by one-half.

b. Develop inductive-based, electrical energy storage devices that approach 20 J/cc
capacities to provide substantial volume reductions over competing approaches.

c. Complete reliability/manufacturability validation of a vertical power transistor
using, the wide band-gap semiconductor, gallium nitride (GaN).

b. PERSONNEL REQUIREMENTS:

1.

11

1ii.

Near-term (FY16-FY20): Seventeen (17) S&Es (2 ME, 3 Phys, 12 EE) with
advanced education (e.g., M.S., Ph.D.) and at least 5-years of experience in applied
research and development environments. External partnering with university and
industrial researchers will be required.

Mid-term (FY21-FY26): Eighteen (18) S&Es with advanced education (e.g.,

M.S., Ph.D.) and at least 5-years of experience applied research and development
environments. External partnering with university and industrial researchers will be
required.

Far-term (FY27-FY31): Sixteen (16) scientists & engineers (S&Es) with advanced
education (e.g., M.S., Ph.D.) and at least 5-years of experience in applied research
and development environments. External partnering with university and industrial
researchers will be required.

c. INFRASTRUCTURE NEEDS:

1.

ii.

iii.

Near-term (FY16-FY20):
a. Renovation of laboratory space and implementation of advanced high-voltage
packaging capability.

Mid-term (FY21-FY26):

a. Renovation of laboratory space for the study of electrical machines. Energy
storage using rotating mass requires a containment structure and diagnostic
equipment.

b. Upgraded instrumentation for circuit characterization.

Far-term (FY27-FY31):
a. Renovation of ARL Bldg. 500’s 4160 VAC switch yard at the
Adelphi Laboratory Center.



ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges and

Army Capability Needs.
Army Warfighting | Description
Challenge
7 Assure uninterrupted access to critical communications
and information links.
16 Set the theater, provide strategic agility to the Joint Force,
and maintain freedom of movement and action.
Army Capability | Capability Area Need
Need Proponent
CASCOM | 3.c — Intelligent Power Management and Distribution System.
CASCOM | 4.a — Hybrid Power Capabilities.




DAVINCI: DISCOVER & ADVANCE VTOL INNOVATIONS,
NOVEL CONCEPTS, AND IDEAS
[KCI-SCMVR-3]

EXPECTED ARMY IMPACT: By 2040, the Army Aviation Center of Excellence has
identified that the Army needs an expanded area of operation, improvements in aviation
responsiveness, and minimization of vulnerabilities. Higher vehicle speed, range and payload
are three performance attributes required in a Vertical Take Off and Landing (VTOL) vehicle to
achieve these needs. Platform configurations capable of meeting such performance goals will
be fundamentally different from the current fleet of Army helicopters. Research efforts by ARL
will specifically impact:

* Development of technologies to enable fielding of the next generation of VTOL platforms
and transfer capability to current platforms to produce significantly increased speed without
degradation in hover efficiency.

* Development of technologies to enhance maneuverability in complex environments and at
higher operating speeds.

* Development of next generation micro and small unmanned autonomous air vehicles.

DESCRIPTION: The technical goals are to develop algorithms, methods, and tools for flight
mechanics, dynamics predictions, and performance assessment; develop new technologies to
achieve revolutionary improvements in vehicle performance (including active flow control

and active structural shape control to minimize performance tradeoffs across different

flight conditions); and explore innovative vehicle configurations for VTOL and micro/small
autonomous air vehicles. This effort will leverage analytical, computational, and experimental
efforts to achieve the goals. In the far-term (FY27-FY31), high performance computing is
expected to reach the exascale levels and sufficiently miniaturization to facilitate embedding into
vehicle platforms to provide significant onboard computing power. Additionally, technological
advances in materials science are expected to create extremely light weight, strong materials to
significantly reduce system weight. The combination of these improvements will enable active
shape-morphing vehicles that are optimized using developed tools, methods, and embedded
computing. Exascale computational tools will manipulate the structural deformations along with
active flow control to generate necessary forces in each flight regime.

a. TECHNICAL GOAL(S):
i.  Near-term goals (FY16-FY20):
a. Develop computational algorithms and methods to significantly enhance
and improve accuracy and efficiency of predictions for loads, stability and
performance of platform mechanics.
b. Develop multi-fidelity approaches to understand aerodynamic interactions and
exploiting them for performance benefits.
c. Develop methods and algorithms to evaluate system utilizing emerging materials
by integrating multi-physics simulations with different time and space scales.
ii. Mid-term goals (FY21-FY26):
a. Demonstrate mature active flow control and structural shape control technologies
in model scale experiments.
b. Develop algorithms to couple sensors with the control mechanism to predict
aeromechanics characteristics and configuration management for specified flight
mission.



c. Develop models of biologically-inspired or smart materials and systems for
application in design and comprehensive analysis tools.

d. Develop performance models of potential VTOL platforms.

1i1. Far-term goals (FY27-FY31):

a. Virtual demonstration of fusion of advanced aerodynamic, structural and control
technologies on VTOL platforms.

b. Develop models of enabling technologies — active flow control, active shape
control, configuration morphing — across the flight spectrum.

c. Develop tools and methods for load, stability, and performance prediction of next-
generation VTOL platforms.

b. PERSONNEL REQUIREMENTS:

i.  Near-term (FY16-FY20): The project requires additional personnel resources
with background and experience in the general area of rotorcraft aeromechanics.
Personnel are also required to support teams engaged in utilizing high performance
computing for fundamental fluid dynamics and structural dynamics. (5 FTEs).

ii. Mid-term (FY21-FY26): The project requires personnel with expertise in multiple
disciplines to influence next generation analysis tools and methods. Such needs may
be met by new hires or by leveraging personnel from material science, information
science, and computational science campaigns. (6 FTEs)

iii. Far-term (FY27-FY31): Multi-disciplinary expertise to impact studies of VTOL
platforms possessing significant interactions between several systems. (7 FTEs)

c. INFRASTRUCTURE NEEDS:
i.  Near-term (FY16-FY20):
a. High Performance Computing resources (25 Million CPU hrs per year). b.
Access to Transonic Dynamic Tunnel.
1. Mid-term (FY21-FY26):
a. Access to Petascale High Performance Computing resources.
(100 Million CPU hrs per year)
b. Access to Transonic Dynamic Tunnel.
ii1. Far-term (FY27-FY31):
a. Access to ExaScale High Performance Computing resources.




ALIGNMENT: This effort is aligned with the following Army Warfighting Challenges and

Army Capability Needs.

Army Warfighting | Description
Challenge

3 Provide security force assistance.

12 Conduct entry operations.
Army Capability | Capability Area Need
Need Proponent

USAACE | 3.a — Range, speed, payload, and capacity consistent with maneuver
force lift demands and mission needs.
MSCoE | 4.a — The Capability to Facilitate Early Entry Operations.




ADVANCED SWITCHING AND CONTROL FOR POWER ELECTRONICS
[CCE-SCMVR-1]

The Sciences for Maneuver (ScMVR) Core Campaign Enabler (CCE) in Advanced Switching
and Control for Power Electronics offers the opportunity to develop electrical power systems that
provide the Army efficient and more capable electrical switching and distribution capabilities.
This effort will be supported by analysis and characterization of devices, improved understanding
of wide band gap materials and device reliability, and advancements in circuit topologies and
adaptive predictive algorithms to provide intelligent power distribution and management.

The SM CCE on Advanced Switching and Control for Power Electronics Research will focus
on analysis of high voltage pulse devices, circuit topologies for universal and intelligent power
converters, and development of adaptive and predictive algorithms for power monitoring.
Advances in switching and control will focus on three performance challenges:

1) Development and demonstration of the ARL’s concept for a Universal Power Converter that
will provide the flexibility to operate using available loads or sources including renewables
and supports interoperability with coalition equipment. This concept will be matrix biased
distribution control and will allo